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PREFACE

The Rome Laboratory (RL) External/internal (E/) Data Fusion Testbed was @
product of an RL research contract with HRB Systems.  This preface describes the job of
an RL program manager, the requirerhem‘s for progression of an RL program manager
into upper management, and how the courses associated with this MS in Business

kgree have benefitted the E/I progrom and this thesis.

Within Rome Laboratory, there are a large number of funded and cooperative
research projects with industry or universities. The E/i Data Fusion Testbed contract, ihe
subject of this thesis, is an example.

An RL engineer’s job as program manager on these research projects is o
perform two functions. These functions are to manage the contract technically and
adminisiratively.

Administratively these projects require monitoring of schedule and cost. HRB
provided monthly status reporis containing a current, detailed list of contractual
milestones and actual vs. planned expenditures. Typically, the schedule is provided os
a Gantt chart and the funds portion contains expenditures for the next three months in
a Government standard Contract Funds Status Report. SUNY Graduate Classes that
ollowed for a better understanding of these items included Project Management
(Meredith and Mantel, 1989) where Gantt charfs were covered in detai and
Accounting (Weygandt et al, 1990) which deaft with all aspects of direct and indirect
costs.

Technically, it is necessary to understand and work as a team with HRB to
develop on approach fo solve the Government’s research and development needs.

Project Management allowed for the development of o project which simulated a




manager’s performance on a confract from conception to delivery. This activity
allowed for a better understanding of the tasks the HRB program manager performs on
an RL contract. Other essential skills of conflict resolution when contractual problems
arise, effective communication skills to deal with a contractor, and group behavior
were dealt with in Crganizational Behavior (Robbins, 1991).

Technically, research associated with writing a paper in the Research Seminar
(Parker, 1993} and its continuation for this thesis benefitted the E/1 Data Fusion Testbed
contract. While planning and performing experiments, several things were uncovered
about E/I that were not understood and required clarification/explanation by the
contractor to RL. These are further described in Chapters 3 and 5 of this thesis. Also,
while thinking about how fo test E/l (see Chapter 4), these concepts were passed to the
contractor before submission of the required test plan. In addition, while documenting
the individual components of £/l (see Chapter 2), several pieces were found to be
ambiguously stafed and not well understood and generated questions thot were
answered by the coniractor. Finally, while planning experiments, different summary
statistics were needed. These needs were discussed with the contractor and later
added to the Testbed. ‘

Though oriented around business concepts, summary statistics used during this

thesis and discussed in the Research Seminar paper were reviewed during a class in

Statistics (Moore, 1989). These concepts included mean, standard deviation, median,
mode and time series analysis fechnigues.

Another important RL program manager’s job is the technical and cost
evaluation of competing confractor responses o an RL request for proposal. This
involves a certain level of technical expertise o understand the contractor’'s proposed
approach. Data Communications (Silver and Silver, 1987) enabled g better technical
understanding of modems and communications channels, both related to speech
processing. In addition, a class in Database Management (Stamper and Price, 1990)

allowed a better understanding of a vital part of speech processing since RL is in the
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process of C(eoﬁng two unique databases for research and development (Lambert
et al, 1993).

Frequently, work breakdown structures, Gantt charts, Pert charts and other
management items are also included in a technical proposal. A general organizational
chart is often contained along with a summary of business goals of the company.
Aspects of the Project Management and Organizational Behavior classes contributed 1o
a better understanding of these portions of the proposal. If availoble, corporate
financial statements could also be examined to determine if the company is stable
enough to be awarded the contract. Elements of Managerial Finance (Gitman, 1991)
and Accounting would aid in this analysis.

In addifion, the proposed costs are evaluated from a technical viewpoint for
adequacy and necessity. Though RL has their own financial and cost analysis
personnel, a certain high level understanding of Accounting, Financial Management
(Anthony et al, 1992) and Managerial Finance provides for a better understanding of
direct costs, indirect costs, cost of money, profit, loss, labor rates and categories,

overhead costs, travel expenses, etc.

UPPER MANAGEMENT AT RL

Migration from program management to RL upper management has two
different tracks: technical and managerial.

Both tracks require a minimum of 12 business credits for Government-wide
certification at the correct level for these positions. Classes in Accounting, Finance,
Macroeconomics, Microeconomics, Business Law, Marketing, Organizational Behavior,
and Statistics count fowards this requirement. This degree has provided the classes ife)
fulfill this requirement.

In the technical track, RL personnel desire to achieve the title of group leader or
technical director. These individuals strive for world class technical stature in an areq,

with some small sense of business skills. The computer science electives are not geared
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for personnel in this frack since they are taught with a business orientation.

In the managerial track, a high-level, non-defailed understonding of tfechnicdl
aspects are required with a maximum of managerial skills. This track involves
management of people, not technology. Program and project managers prepare
budgets and track financial obligations and expenditures. The budget process was
described in Accounting and Financial Management. Supervisors perform performance
appraisals, deal with upper management and muliiple personalities, make managerial
decisions, hire personnel, and approve decisions of program managers. These areds
were dealf within Organizational Behavior.

Finally, in the new President Clinton initiative, developing civilian uses of military
technology is exiremely important. In addition, the local RL politicians are attempting 1o
employ this strategy to transfer as much RL fechnology to ihe local community as
possible to minimize the chances of the laboratory moving 10 other locations. As a
result, a background in Marketing (Boone and Kurtz, 1989) strategies and techniques is

beneficial for RL engineers.
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Chapter 1
INTRODUCTION

Rome Laboratory (RL) has been performing speech processing research and
development since the early sixties. Areas of research include speech recognition,
speaker identification, language identification, keyword recognition, platform
identification, and external/internal (E/t) data fusion.

Data fusion for this thesis refers to the merging of information produced by three
independent data sources: externals, internals, and Electronic Inteligence (ELINT)
information. The RL E/I Data Fusion Testbed is a system which allows for experiments to
be performed to merge and correlate these data sources. These terms are further
defined in Section 1.1.

This objective of this thesis is to perform an experiment examining the weighting of
decisions made by the external, internal, and ELINT processes. It examines the
relationships between decisions made by these processes and gives some relative
importance 1o these decisions. It was chosen due fo its ease of use, and relevance to
both the speech processing and operational communities. This experiment is described
in detail, including its design, analysis and conclusions.

This thesis also describes the history of the Testbed development and its general
approach to data fusion. The thesis also details a preliminary experiment to get more
familiar with the capabilities of the Testbed. Finally, the thesis describes many other

experiments which could be run with the Testbed.

1.1 DEFINITION OF TERMS

Before describing the E/t Data Fusion Testbed, it is necessary to understand some




of the terms which will be used throughout this thesis. This section provides a definition
of these terms (Shirey and Morgan, 1993).

Internals are processes that analyze an audio signal and result in a series of
decisions and scores. Externals are characteristics of a voice communication other than
the audio signal. Since the intent of this thesis is to perform experiments with the €/
Testbed, the technical details and performance levels of the individual externals and

internals are not described in any detail.

1.1.1  INTERNALS

The internal speech processing functions are the RL speaker identification,
language identification, platform identification, and keyword recognition systems. Each
system makes decisions based on characteristics extracted from the audio signal and is
in a different stage of research and development. Details on the state of the art of
these processes can be obtained from the yearly Proceedings of the IEEE Acoustics,
Speech, and Signal Processing Conference.

Speaker identification is the uncooperative recognition of a speaker based on

features extracted from the speech of an audio transmission. This technology is being
researched by RL independent of language and the words that are spoken.

Language identification is the uncooperative recognition of the language based

on features extracted from the speech of an audio communication. This technology is
being researched by RL independent of speaker and the words that are spoken.

Platform identification is the function of identifying the platform of a speaker

based on features extracted from the background noise of an audio communication.
For our purposes, platform can refer to differentiating a helicopter from an airplane or
specifically determining if the platform is an F-16 or a B-52 adircraft.

Keyword recognition is the recognition of words and phrases in a communication.

This can be performed in a speaker dependent fashion, where every word to be

searched for is spoken af least once by a specific speaker. Speaker independent refers
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to the case where a general speech model is formed for each word in the database.

The tie-in between E/l and keyword recognition is illustrated in Section 1.2,

1.1.2 EXTERNALS AND ELINT
Table 1 gives a hypothetical example that illustrates the externals. This table

represents short news reports on President Clinton obtained from several radio station

listeners at various times during the same day.

FREQ. | MOD. | LOC. | TIME : SPEAKER { SHORT SUMMARY

1310 | AM | ROME | 1100 SPK1 i LOCAL NEWS REPORT ON
{ CLINTON RE: ECONOMY

1350 ¢ AM | NY | 1110 i RUSH LMBAUGH :EDITORIAL RE: CLINTON'S
{ VIEWS ON HEALTH CARE

1034 F FM | NY 1500 i LARRYKING i DISCUSSION ON CLINTON'S
| DEFENSE STRATEGY

1053 i FM | BOS i 1600 { DANRATHER :DISCUSSION ON ECONOMY
TABLE 1: EXTERNAL/INTERNAL EXAMPLE

The externals in the Testbed are frequency, modulation type, radio station
location, radio type, and direction with respect to the listener. In Table 1, the radio

station’s frequency (FREQ.), modulation type (MOD.), and location (LOC.) are recorded

based on the position of the radio dial where the news report was found (e.g.. Rome
station WTLB 1310 AM). The other two externals refer to the direction (DIR.) of the station
with respect to the listener measured in degrees from true North and radio type (RT. -
walkman, stereo, efc.).

Externial systems are not totally accurate when measuring the frequency and
direction parameters. In the E/i Data Fusion Testbed, these externals are used subject to

error tolerances. For example, occasionally the radio station located aof frequency
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103.4 MHz can be heard at 103.5 MHz.

Electronic Inteligence (ELINT) reports are also included in the Testbed. These
separate reports contain the type and location of the desired radio stations and are
determined by specially designed ELINT systems. Tne calculation of the ELINT location

parameter is also subject 1o error tolerances.

1.1.3 OTHER DEFINITIONS

To insure less duplication of Table 1 news reports due to multiple listeners scanning
the radio at the same time, a routing table could be developed. This fable specifically
assigns speakers, languages, and news events 1o listeners for automatic radio station
search. For instance, if the routing table for listener one contained the speech of Rush
Limbaugh, listener two could skip that broadcast automatically and go on fo some
other news report. In the E/I Data Fusion Testbed, these tables can be easily created
and modified as described in Section 5.3.6 and are the source of the routing statistics
described in Section 2.3.

RL technology is being developed for tactical speech processing applications.
This means that the decisions made by the speech processing sysiems must be

determined in as little time as possible. Strategic applications have the luxury of longer

decision and training times since there are less rigorous time constraints on the resulis.

Finally, the words activity and scenario must be defined. In Alr Force (AF) terms,

an activity is an event for which a report is created. A scenario is the sequence of
events which are reported. A typical AF scenario is composed of several activities.
Table 1is also called a scenario report and the short summaries are representative of

the activity.

1.2 EXTERNAL/INTERNAL MOTIVATION
Waltz and Llinas state that the objective of data fusion "is to derive more
information through combining, than is present in any individual element of input data”

(Walz and Llinas, 1990}, The concept of E/l data fusion evolves from this definifion. This




section uses information extracted from Hamer and Foil (1987) and Shirey and
Morgan (1993).

Considering only the internals, interrelationships between speaker identification
and keyword recognition can be demonstrated since speaker dependent keyword
recognition produces better resutts than speaker independent recognition. Thus, if the
speaker is accurately recognized via speaker identification, then speaker dependent
recognition can be performed by loading in the proper speaker’s keyword training
templates.

Further, people speak a limited number of languages. Thus, if accurate
identification of the speaker can be obtained, then these internal-internal

interrelationships (contained in an associations table) can be used to verify the results of

the language identification system. This illustrates the data fusion relationships between
language identification and speaker identification.

To illustrate the concept of externals” providing information on speakers of interest,
observe the scenario report in Table 1. In this report, interrelationships are built between
externals and speakers. Similarly, these interrelationships could be developed befween
externals, languages, and platforms. These interrelationships, expressed in an external
relations table, provide the required information to perform the correlation of externals

with internals.  Similarly, ELINT relgtions tables can be developed to associate ELINT data

with internals. The creation and use of these relations tables is described in Section 2.2.

1.3 EXTERNAL/INTERNAL HISTORY

The history of the RL E/l program pardailels the USAF programmatic cycle for
research and development. This cycle begins with a 6.1 basic research stage in which
theoretical research without application is performed. In the 6.2 Exploratory
Development stage, an algorithm is developed on some computer for experimentation,
test, and evaluation without regard to performance, speed, or any guarantee of

success. In the 6.3A stage, an application component is added 1o the 6.2 stage for this




experimentation, bridging the gap between 6.2 and 6.3 research. In the 6.3B
Advanced Development stage, an operational system is designed, developed,
implemented, and fabricated around an application for operational test, evaluation,
and deployment. The final stage, 6.4, represents Production and Deployment in which
several systems are put into the field for operational use.

The rest of this section generally illustrates the chronological history and
development stages of the RL sponsored E/I research program. Basic research {6.1)
work in data fusion has evolved through other areas of Rome Laboratory, academia,
and other govemment and industrial sponsorship. No sponsorship has come directly

from the RL speech processing group.

1.3.1 EXTERNAL/INTERNAL 6.1 PROGRAM

The initial RL 6.1 E/I data fusion program, completed in 1985, performed
study and prepared a report on the data fusion of externals and internals. In the
study, (Hamer and Foil, 1987) several extemals were identified and defined, and an
architecture was developed for E/I data fusion. Figure 1 illustrates this architecture.

Figure 1 shows digitized audio input to the speaker and language recognition
systems, each having their own speech based training models. These systems output
a series of decisions and scores. In paraliel with these intemal processes, lists of
externals are input to speaker and language ranking and likelihood assignment
processes, based around trained external models. Results of these external and
internal processes are fused by speaker and language decision logic with an
“educated result” produced. The internal-internal interaction between the language
decision logic and speaker decision logic is also shown. Following the "educated"
speaker and language decision, this information along with the external data is input
into the keyword recognition system to select the appropriate word templates. This

architecture also cdlls for the additional
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keyword/language matfch to insure the language of the keyword agrees with the
language identification resutt. The flow of this architecture is being followed today and

is further described in Chapter 2 of this thesis.

1.3.2 EXTERNAL/INTERNAL 6.2 AND 6.3A STAGES

Since the initial study, three Exploratory Development Models (EDM) have been
developed. All three have transitioned the 6.1 work previously described into the 6.2
and 6.3A stages.

The inifial E/1 EDM, (Woodsum and Harms, 1987) completed in 1987, was
developed on a VAX 11/780, with a user interface and simulation developed using the
Digital Equipment Corporation Forms Management System (FMS).

Two of the deficiencies of this EDM were the inflexibility of this proprietary FMS
package and the difficuity to add, modify, and change externals and internals. Three
data fusion strategies included were Bayesian, addition of external and internat scores,
ond addition of external and internal ranks.

To overcome the problems with the first £/1 EDM, a second research program was
funded and completed in late 1989 (George, 1990). This EDM was developed on a SUN
workstation, with Inference Corporation’s Automated Reasoning Tool (ART) expert
system shell performing rule based data fusion.

An operational database was created for redlistic simulation. This database was
created from twelve AF activities which were organized into nine different scenarios. Al
scenarios have a complete record of the conversations that occurred, with the
speakers, languages, and externals accurately denoted and stored as ASCI scenario
around fruth files. These files are the source of the simulated inputs described in Section
2.1 of this thesis. Finally, audio tapes were produced which could be input into the
actual speaker identification and language identification systemns to create live internal
results rather than the simulations.

A simulation was created of the external, speaker identification and language




identification functions on an INTEL 310AP microprocessor. This simulation was created
to allow the experimenter to select and vary score sequences ofl externals, speakers,
and languages in a fashion similar to the actual external and internal systems. The
simulation allowed for the selection of scenario groups (1,2,3), (4.5.6), or (7.8.9.
Following selection of the scenario group, all correct speakers and languages known by
the software were assigned a confidence score of 90. All other speakers and
languages in the scenarios were assigned an identical confidence score of 50. The
experimenter could then tediously go through one by one decreasing the correct
internal score and/or increasing the incorrect ones to simulate errors made by the
infernals. The alternative to this tedious process, is to enter numerical values for
distortion which randomly adds or subtracts an amount from each score in a fashion
controlled by the software in the INTEL. This concept is the basis for the simulation which
is described in Section 2.1 of this thesis. Externals could be altered in the same manner.

Fusion was performed using a rule based expert system, coded using the LISP
based ART shell. The only infernal analyzed was speaker identification since no rules
were written for language identification. In this system, the data fusion algorithm
checked the magnitude of the highest ranking speaker identification confidence score.
If this score was higher than a defined threshold, it was reported without performing cny
fusion. If the score was less than the threshold, then the system performed rule based
data fusion.

The only external used in this data fusion process was the location of the speaker
measured in terms of latitude and longitude. The rules checked 1o see which speaker
was closest in distance to the simulated location. The system kept track of the average
location of each speaker in the database and also measured the variance. If the
varignce was obove a threshold, the speaker was designated as moving and
eliminated from consideration.

The algorithm improperly assumed that since the top speaker score was less than

the threshold, it was not correct. As a result, the computer soffware automatically
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eliminated the top scoring speaker from consideration by the data fusion algorithm.

There were two major difficulties with this data fusion algorithm. First, the top
speaker was automatically accepted when its score exceeded the threshold. What
if that speaker was not likely to be at the location? Second, the logic to
automatically eliminate the top scoring speaker from consideration was flawed.
What if the speaker was closest in distance o the reported location? Overall
comparison of speaker identification performance before data fusion versus after
resulted in a decrease in performance due to these difficulties.

Another flaw of this EDM was that all software was written using the LISP
based ART shell. This included the data fusion algorithm, the displays, the record
keeping routines and the SUN communication protocols with the INTEL. As a result, the
system collected an enormous amount of LISP generated "garbage" as it ran. After
less than twenty minutes of processing, the system stopped for "garbage collection”.
This characteristic made the system useless.

Finally, the EDM only considered the specaker internal and the location external
in its data fusion process. A more elaborate rule based expert system would be
required to make this system operationally useful. These deficiencies were corrected

in the third E/| EDM.
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Chapter 2
EXTERNAL/INTERNAL DATA FUSION TESTBED

This chapter explains in detail the current RL E/I Data Fusion Testbed, the third E/I
EDM (Shirey and Morgan, 1993). When new terms are defined, they are underlined, as
in Chapter 1.

Figure 2 is provided as a high level design for creating and running experiments
on the Testbed. This high level design begins with the selection of scenario and
simulation parameters. The External/internal/ELINT simulation algorithm then turns the
inputs into a sequence of LSAP (language, speaker, activity, and platform) decisions.
The relations table, which contain the external-infernal and ELINT-internal
interrelationships, are input to their respective Processor algorithm to obtain LSAP
decisions based on these inputs. Finally, both lists of LSAP decisions are merged and
correlated by the E/I Data Fusion algorithm to produce LSAP decisions which are stored
in the system audit file along with other intermediate outputs illustrated in Figure 2.
Another input to the Data Fusion algorithm is the internak-internal interrelationships in the
associations table. Each of these parts of the Testbed are described in detail in the
sections which follow.

Experiments on this Testbed can be conducted to change the inputs (outside the
boxes in Figure 2) and determine their effect on the LSAP decisions recorded in the
systemn audit file. For example, an experimenter can select different scenarios and
different values for the E/I simulations and evaluate statistics which can be obtained
from results in the audit file. A separate experiment could process different inputs
through the four data fusion algorithms to assess the performance of these algorithms.

This Testbed has the flexibility 1o run a number of different experiments. A short
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experiment is described in Chapter 3 of this thesis. A summary of ten possible
experiments is given in Chapter 4, and one particular experiment is designed and

performed in Chapter 5.

SCENARIO

SELECTION RELATIONS TABLES

v

Externals EXTERNALS/ELINT
and ELINT PROCESSOR

v v

SELECTED 1 pyrron AL/INTERNAL/ELINT E/I DATA LSAP SYSTEM
SIMULATION SIMULATION » Cusion P Ao
PARAMETERS

v 4

AUDIT

FILE ASSOCIATIONS TABLE

FIGURE 2: EXTERNAL/INTERNAL TESTBED COMPONENTS

2.1 EXTERNAL/INTERNAL/ELINT SIMULATION

In the Testbed, the same nine scenarios and ground fruth files as described in
Section 1.3.2 are included. Ground truth files are the correct external and internal
values identified from the created scenarios. Platform identification and ELINT values
were added to these ground truth files in the third EDM.

The ground tfruth files are an integral part of the External/ELUNT/Internal simulation
algorithm. They are also used to create the associations table, external and ELINT
relations tables and as the correct answers in the creation of statistics in the audit trail,

The experimenter initially selects any number of these nine scenarics. For
example, in the experiment in Chapter 5 of this thesis, three groups of three scenarios
were used.

In addition to scenario selection, the experimenter must select the simulation
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length. If zero minutes is selected for the beginning time and five minutes is selected for
the end time. the simulator will only generate the first five minutes of the selected
scenarios. Each scenario is approximately 45 minutes in length.

Another parameter of the simulation to be selected by the experimenter is the

decision report time. This parameter controls the maximum length of time before the

Testbed makes a final decision. This parameter is adjustable from one to five seconds.
These fimes are based on the average fransmission length in the tactical speech
processing environment. If this parameter is set for five seconds and a transmission is only
two seconds long, an E/I LSAP output report is created without waiting for five seconds to
elapse.

Another variable to be selected in the simulation is one of the four flight paths
named A, B, C, and D. The only parameter value changed as a result of this selection is
the direction external.

The experimenter can select any combination of externals and/or ELINT desired
for an experiment. The five externals as described in Chapter 1 are location, direction,
frequency, radio type, and modulation type. In addition, different presets are provided
to automatically choose popular external/ELINT combinations.

A confidence score can be assigned for each external/ELINT simulation. This score

represents the experimenter confidence in the measurements provided by the external

and ELINT simulation.

2.1.1 INTERNAL SIMULATION

Separate simulations are provided for the speaker identification, language
identification, and platform identification internals; however, the functionality of each
simulation is identical. Each intemal simulation allows for the selection of the number of
possible infemals {e.g., 20 languages, 300 speakers, 20 platforms). A series of internals and
confidence scores is created. The maximum numbers for these simulations were chosen

to be operationally significant.
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A second parameter allows for the experimenter to choose the number of
confidence scores o be input into the data fusion algorithm. Thus, if the 300 speaker
simulation only has 50 valid scores, there is no reason to provide all 300 for fusion.

The internal simulation algorithm can produce constant ground truth and a

series of constant secondary scores. For instance, if there are four languages in the

simulation and a score of 80 is assigned to the ground truth language (L1), and a 50
to the rest, the simulator output will be L1 80, L2 50, L3 50, and L4 50. All other
language score sequences will be produced with the same identical pattern. This

simulation is called a constant simulation.

A constant simulation allows for the controlled simulation of internals since the
score patterns are exactly identical and the ground truth internal can be assigned a
value higher than the rest creating a perfect simulation. Though this method of score
generation is good for debugging algorithms, it is operationally unrealistic. Normally,
the intemal confidence scores are not constant and in the tactical speech processing
environment the internals err.

Thus, the intemal simulation allows for the selection and addition of distortion.

Distortion allows for a random number to be added or subtracted to each of the
secondary scores without any alteration of the ground truth score assigned to the
correct internal. For example, selecting a distortion of 31 would produce the above
list with a random number between 1 and 31 added or subtracted from the
secondary scores: L2 81, L1 80, L3 40, and L4 30. As illustrated, using this method the
internals simulate errors in their list since L2 now has a higher value than ground fruth
language L1 .

Another way of simulating errors in the internals is by selecting a random
simulation. In this type of simulation, the secondary scores would be crested by a
random number generator. Assuming L1 is the ground truth language with the score
assighed as above, a report such as this could be obtained: L2 95, L1 80, L3 3, and

L4 1. Distortion could be selected by the experimenter to further alter these scores.
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No matter whether constant or random is chosen for the simulation, the
generation of intemals creates choices around ground truth. If L5 is the ground truth
language and three languages are chosen, the simulation produces scores for L4, L5, and
Lé. This definition assumes that the languages that are next to each other in the
database are typically confused with each other.

The final important characteristic of the internal simulation is the ability to
reproduce identical internal reports from experiment to experiment by the selection of
reproducible rather than dynamic scoring. If an experimenter selects dynamic scoring, a
different scoring pattern is used for each experiment. The selection of reproducible

continuously produces the some score pattern.

2.2 EXTERNALS/ELINT PROCESSOR

As depicted in Figure 2, the extemals' values and confidence scores are input into
the Extermnals Processor. Similarly, ELINT data is input into the ELINT Processor. Another
major input is their respective relations table which is established by experienced radio
station listeners in a training session.

The process of creating ELINT and external relations tables is identical. These
relations tables are established as a matrix between all possible external or ELINT values
and internal values. For example, if the experimenter is interested in how frequency

contributes to the recognition of Rush Limbaugh, all radio stations of interest across the

country must be searched and the matrix filled in upon detection of his voice on a
certain radio frequency.

The scenario report in Table 1 illustrates the relationships between speaker
identification, frequency, modulation type, and location. These relationships can be
recorded over multiple days and used as the basis for the relations table data. Similar
relations can be developed for the other internals, externals, and ELINT.

Following the accumulation of the raw data, normalization of the numlbers occurs

to produce weighis between one and four. An experienced listener familiar with the




16

association between Rush Limbaugh and radio frequency can look at these final weights
and adjust them based on this knowledge. This adjustment is to only be used in
extenuating circumstances. For instance, if we know Rush Limbaugh is always on radio
frequency 1310 at 12:00 noon, the expert can provide a weight of 100 in the relations
table for this interrelationship.

The Processor uses these relations table weights, preestablished relative weights,
and the simulated external values with confidence scores to mathematically obtain a
total score for each internal in the matrix. All scores are then normalized between 0 and
100. The final output of the algorithm is an external based ranked list of Language.,
Speaker and Platform Identification (LSP) choices and confidence scores. In addition, the
Externals Processor makes an assessment of the activity (A) from the external data

presented, creating external based LSAP decisions and scores when linked with the LSP.

A separate ELINT Processor produces an independent set of LSAP decisions based
on ELINT data. ELINT reports occur at different times than the simulated external and
intemal reports. In order to perform the LSAP correlation with ELINT at the same time as
the Externals Processor, an initial check is made for relevant ELINT data. If an ELINT report

occurs within a time threshold and within a distance threshold of the simulated external

and internal report, then the ELINT data is relevant. The mathematics and normalization

of this relevant data into ELINT based LSAP decisions and scores is identical to the

Externals Processor.

2.3 EXTERNAL/INTERNAL DATA FUSION

Among the inputs fo the E/I data fusion algorithm are the external and ELINT
based LSAP decisions and scores as described in Section 2.2. Other inputs are the internal
LSP score sequences provided by the simulations described in Section 2.1. The final input
into the data fusion algorithm is an associations table developed by accumulation of the
known internal-internal interrelationships during a training session by an experienced radio

station listener.
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A file named eidefaults contains default parameters and filenames for the data
fusion algorithm. These parameters are listed in Appendix A with the system defautt
values set by the contractor (Shirey and Morgan, 1993).

Four data fusion and correlation algorithms were developed. Each algorithm can
be independently tested and analyzed by the experimenter for performance
differences.

Each data fusion algorithm performs a merge of the three input lists of decisions
and scores. Each list is weighted independently from 0 to 100. These weights are
contained in the eidefaults file and can be altered by the experimenter. No theoretical
work or experiments have been done to determine optimum values for these weights.
The experiment in Chapter 5 of this thesis analyzes these weights in detail.

For example, to merge language identification (LID) resuits, W1 represents the
amount of weight provided to the results of the internal LID simulation, W2 represents the
amount of weight provided to the external based LID results, and W3 represents the
amount of weight provided to the ELINT based LD resulfs. If Al represents the score for
English provided by the LD simulation, and B1 represents the score for English provided
by the external based LID component, and C1 represents the score for English provided
by the ELINT based LID component, the score provided by the merge is calculated by

the following formula:

Wi1x(Al)+W2*(B1)+W3+(Cl)
Wi1+W2+W3

This merge takes place for each language in each of the three lists. In addition,
this merge occurs in the same manner for speaker and platform identification. For
activity identification, since there are only external and ELINT based inputs, W1 and Al
are zero. When ELINT information is not used, C1 is zero and W3 is its default weight.

This merge algorithm is one of a larger class of algorithms which could have taken

the three lists and produced one output sequence. The score sequences could have
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been multiplied together in probabiiistic Bayesian sense, combined using radio station
inference rules, or processed using a blackboard expert system but the RL contractor
evaluated different schemes and chose to implement the merge previously described
due 1o its computational simplicity.

The initial data fusion algorithm, Correlator 1, merges the input list of decisions and
scores by equally weighting all decisions (W1, W2, and W3=100). Following this initial
ranking, all combinations of the top "beta" (set in the eidefaults file) number of LSAP’s
are mathematically scored. The final step discards any resulting LSAP combinations that
do not appear in the associations table.

The second data fusion algorithm, Correlator 2, added a capability to change
the weights of the merge to any number between 0 and 100. For instance, if the
externals provide a poor measure of language identification, the external based LID
scores could be given a small weight to de-emphasize them in the merge algorithm.

Following the selection of the top "beta" number of LSAP's as in Correlator 1, all
resulting LSAP combinations are generated and scored. The algorithm then eliminates
one ifem in alf remaining LSAP combination and scores it with this item removed. For
instance, if the combination (L1, S1, At, P1) was generated, the algorithm would score
(L1, ST, AT, ML (L1, ST, % R, (LY, * AT PY), and (%, ST, AT, P1). A later version of the
correlator will atfempt to fill in the " To recover a correct hypothesis not generated by
the algorithm. For example, (*, S1, Al, P1) would be scored as (L5, S1, A1, P1), with the
"*" replaced by the correct language LS.

In addition, Correlator 2 keeps all good scoring LSAP combinations even if they
are not in the associations table but discards hypotheses which are not within “cutoff”
(set in the eidefaults file) percent of the fop scoring hypothesis. For example, if the top
scoring LSAP had a score of 60 and the "cutoff' was 5% then any final hypothesis with a
score of 56 or less would be discarded.

The third version, Correlator 3 performs the merge and generates hypotheses as

Correlator 2 but it assigns the missing item (""" above) a numerical score. In addition,
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the algorithm generates combinations with two missing items as above and attempts to
find good scoring hypotheses. A new parameter, "gamma’, (set in the eidefaults file) is
used to check the generated hypotheses against the associations table entries and
discard any invalid combinations. Following this step, an iterative algorithm attempts to
fill in all LSAP missing items as described above. The final step keeps all scoring
hypotheses within "cutoff” percent of the top scoring hypothesis.

Correlator 4 implements the same algorithm as Correlator 3 but generates
hypotheses in a different manner. Correlator 3 performs the merge, then hypothesis
generation. Correlator 4 performs hypothesis generation on the outputs of the Externals
Processor, ELINT Processor and internals then merges the generated hypotheses. If the
hypothesis is on all lists, the resulting scores are averaged. If a hypothesis from one list
matches a hypothesis on the other lists with a missing item, put the complete hypothesis
on the final hypothesis list with the scores averaged. Finally, if the hypothesis was only
on one list, the scores were averaged with zeros. Only hypotheses within "cutoff”
percent of the top scoring hypothesis are reported.

In all four Correlator algorithms, multiple hypotheses result when answers are within
"cutoff’ percent of the highest scoring hypothesis. The highest scoring hypothesis is
displayed on the Testbed output screen and dll final LSAP hypotheses are recorded in

the system cudit file.

2.3 SYSTEM AUDIT FILE

For every experiment performed on the Testbed, an audit file is created. In this
audif file, all simulation, ELINT Processor, Externals Processor and correlator initialization
parameters are recorded along with the routing table. For every tfransmission, all
simulated internal, ELINT, and external inputs are recorded, as well as the outputs of the
Externals and ELINT Processors.  Also included are the Testbed final LSAP hypotheses and
the scenario ground fruth.  All outputs which do not agree with the scenario ground

fruth are denoted so the researcher can try to determine why the error occurred.
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The end of the system audit file has some summary stafistics for the experiment.

All internal surmmary statistics represent the percenfage correct internal identification

provided by the simulation. The ELINT and Externals Processor statistics indicate the

percentage accuracy of the internals given only ELINT and external data. In addition,

the Testbed provides merge algorithm summary statistics describing the accuracy of the

top scoring LSAP combination affer the merging of all inputs. Other correlation statistics

after hypothesis generation provide the accuracy of the internals contained in the final
best scoring hypothesis and statistics on the accuracy of the final LSAP hypotheses.

Finally, routing statistics are provided to show how accurate and efficient the roufing

decisions are made by the E/I Data Fusion Testbed. The statistics in this audit file are

invaluable to the experiments described in Chapters 3, 4, and § of this thesis.

2.4 MISCELLANEOUS

The Testbed aliows for the choice of speed. In a demonstration, normal speed
will play the scenarios out at the realistic scenario time. For experimentation, speeds of
2X, 4X, and maximum (Max) are provided. The 2X and 4X cases are clocked 1o provide
that much speed up to the scenarios. In the Max case, the simulated input records are
provided to the correlator as fast as possible, resulting in three different scenarios (each

composed of 45 minutes of data) being processed in approximately 7 minutes.
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Chapter 3
_INTERIM EXPERIMENT

This chapter describes the design, performance and conclusions drawn from a
quick experiment performed with the Testbed. This test was designed and performed toO
demonstrate that the Testbed could be used in experimental analysis. The experimental
conclusions described are not proven, just measured as trends since the amount of
data processed in this quick test is not significant. Lessons learned from this quick

experiment are followed in the thesis experiment described in Chapter 5.

3.1 INTERIM EXPERIMENT OBJECTIVE

This short experiment was designed to determine the effect of all possible external
combinations on internals using data from three different scenario groups. In this
experiment, the number of externals were varied in combinations of 6, 4, 3,2, 1, and 0.
The results were expected to vary as the scenarios and external combinations varied,
but it was hoped to find trends which would indicate the value and reliability of the

externals and their thirty-two different combinations.

3.2 INTERIM EXPERIMENT DESIGN

During experimental design, each of the internal and external simulations were
required o be set up to allow additional familiarity with the various simulator internal
and external input options. In addition, before running this experiment additional
familiarity was gained on what the different audit file summary statistics meant.

All audit file summary statistics were examined for applicability to this experiment.
All routing statistics are dependent on the routing table. Since this experiment was

meant to be quick, there was no time spent developing a realistic routing table, thus
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these statistics were not used. For the experiment in Chapter 5 of this thesis, a realistic
routing table is created.

The merge algorithm summary statistics were not examined for applicability.
In the design of the experiment in Chapter 5, these statistics are considered.

In this quick experiment, the ELINT and External Processor statistics illustrating
the accuracy of the Externals Processor and ELINT Processor were not as interesting as
the difference between the simulation LSP results provided in the intemal summary
statistics and the final LSAP results in the correlation statistics. The difference between
these results measures the amount of improvement gained by using the correlation
algorithm. This difference was used extensively in this quick study and will be used in
the experiment in Chapter 5 as well.

It was also decided to calculate the average improvement over three
different scenario groups for comparison purposes. In the long run, these statistics are
more reliable than basing them on only one single group. Statistical means and

multiple iterations are also used in the experiment in Chapter 5.

3.2.1 INSURING TESTBED CAPABILITIES

During experimental design, it was deemed essential o perform a quick test
to insure that several of the system capabilities were properly functioning. These ’res’_rs
were not extensibly performed.

By making multiple runs using the same parameters, reproducible scoring for
the simulations was proven to provide the same data repeatedly by looking at
multiple tests with identical summary statistics. In addition. when exiting and
reentering the Testbed, these statistics still were the same. This reproducibility was
also tested by saving the experiment and looking at the summary results after later
recall. Though reproducible worked for this experiment, Chapter 5 will illustrate that
reproducible tests can run only in this one specific case.

Constant ground truth and secondary scoring was verified by setting the
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language and platform identification simulations to constant scoring and observing
the nonvarying scores in the audit file report.
Final audit file statistics were proven correct in a ten fransmission run. Each

statistical category was analyzed by hand and compared with the audit file results.

3.2.2 INTERIM EXPERIMENT SETUP

The test was designed to create a speaker identification accuracy between
50 and 75% and measure the improvement due to the correlation algorithm. A
reproducible simulation of twenty speakers was chosen, with the ground truth score
of 90. Random scoring was selected for the other nineteen speakers with no
distortion added. Only five scores were reported.

The language and platform identification simulations were chosen as constant
ten item simulations with no distortion {100% accurate) to minimize the number of
varying conditions. The externals were chosen for each experiment in accordance
with the objective and simulated with 100% confidence. No parameters in the
eidefaults file were altered.

Three groups of scenarios were run through all combinations of externals:
(7.8.9). (4.5,6), and (1,2,3). The experiments were performed at 2X speed and
processed 15 minutes of scenario data. The decision fime was set at 3 seconds. The

ELINT simulation was not used.

3.3 INTERIM EXPERIMENT RESULTS AND ANALYSIS

Measurements were made of the speaker identification and LSAP accuracy
before and after correlation. A sample of the performance results for three different
experimental conditions is included in Appendix B. The detailed performance statistics
are included in a report by Perz and Parker, (1993). All analysis and conclusions are
derived exclusively from the statistics in that report.

Appendix B illustrates the statistics gathered and analyzed. The table shows

the speaker and LSP simulator statistics and the subtraction of these values from their
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respective correlator statistics resulting in percentage improvements. For example, the
LSP correlated score for § externals and the scenario combination (1,2,3) equals 83.27%.
This value minus the LSP internals correct score (64.94%) results in an 18.33% LSP
improvemnent. Results are also provided for the (4,5.6) and (7,8.9) scenario groups.
Provided for each different set of externals are the mean and standard deviation values
over the three scenario groups. Cther statistics are included in the Appendix that were
not analyzed, namely, the average number of hypotheses and routing statistics.

Analysis for the best external combination began by finding the best individual
percentage improvement scores for each of the three groups of scenarios. Many
inconsistent external combinations were eliminated and Table 2 was derived.
Inconsistent external combinations are those values which scored well for one scenario
group, but scored poorly in another. For example, the combination modulation type,
radio type, and location showed improvement scores greater that 20% for scenario
group (1,2.3), but had negative improvements for the scenario group (4,5.6). Seven
combinations stood out from the rest in that they had better speaker and LSP
improvement scores for all three scenario groups. Mean and standard deviation scores
were added to these tables to better compare them.

Both parts of Table 2 show that the external combination of frequency, radio
type, and location has the largest mean improvement percentage with very close to
the bes’f standard deviation. The value in the (4,5,6) column in both tables is close to
the highest while the (1.2.3) and (7.8.9) values exceed all other vailues in their respective
columns.

All combinations in Table 2 include the frequency external (FREQ). The detailed
results also show that frequency is the only external which, when used exclusively, results
in performance improvements.  Further analysis of the scenario ground truth files
discovered that no scenario includes a change of frequency which possibly explains this

phenomenon,
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EXTERNAL COMBINATIONS WITH BEST PERCENT SPEAKER IMPROVEMENTS

COMBINATION (1.2.3) 4.56) 789 | Mean | SENDARD
FREQ/RT/LOC 2351 26,67 16.66 22.28 5.12
FREQ/MOD/LOC 2191 26.67 16.66 2175 5.01
FREQ/MOD/RT/LOC 21.12 27.22 16.05 21.46 5.59
FREQ/RT 2191 2778 | 1419 21.29 6.82
FREQ/MOD 2151 25.56 14.8) 2063 5.43
FREQ/MOD/RT 21.91 26.11 12.34 20.12 7.06
FREQ/DIR/RT/LOC 21.51 22.78 13.58 19.29 4.99

EXTERNAL COMBINATIONS WITH BEST PERCENT LSP IMPROVEMENTS

COMBINATION 12,3 456 789 | MEAN SDT?V']’ET’I"SS
|FREQ/RT/LOC 2271 26.67 16.66 2201 5.07
FREQ/MOD/LOC 20.72 26,67 16.66 21.35 5.03
FREQ/MOD/RT/LOC 20.32 27.22 16.06 21.20 5.64
FREQ/RT 20.72 27.78 14.19 20.90 6.80
FREQ/MOD 20.72 25.56 14.81 20.36 5.26
FREQ/MOD/RT 20.72 26.11 12.34 19.72 6.94
FREQ/DIR/RT/LOC 20.32 22.78 13.58 18.89 4.76

TABLE 2: PRELIMINARY EXPERIMENT RESULTS

For this database, the lack of frequency change was designed to be as realistic
as possible for the scenarios generated. However, typically, one radio station listener
monitors multiple frequencies at the same time.

By observing these statistics, it was noticed that the addition of directional
information seemed 1o hinder performance. Analysis showed:

1. With any one other external, many negative improvement scores resutted.
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2. In the test with two other externals, only the one with frequency and

radio type failed to result in negative improvement scores.

3. Using all externals except for direction resulted in the best improvement
scores for a four external combination.

4, Direction plays a role in all negative improvements at one time or another,
except for the MOD/RT/LOC and MOD/RT combinations.

Note that both exceptions included in item 4 in the previous paragraph
include the modulation and radio type externals. These two externals seem to work
rather weakly together. FREQ/MOD/RT and four other external combinations
including both modulation and radio types avoid negative improvements because of
the presence of the frequency external or the other external information to
compensate for deficiencies in the MOD/RT interactions. Omission of modulation type
for the four external tests results in improvement scores second only to the omission of
the direction external. Using only modulation type resulted in the highest negative
improvement scores for a single external.

In order to analyze the general theory of data fusion, means and standard
deviations for all numbers of externals were calculated as shown in Table 3. Note
that the mean speaker improvement scores are slightly higher than the mean LSP
improvement scores. In addition, the mean percentage improvement increases as

the number of externals are increased.

SPEAKER % IMPROVEMENT LSP % IMPROVEMENT
NUMBER OF MEAN STANDARD MEAN STANDARD
5 17.96 5.51 17.42 5.31
4 17.35 6.17 16.00 5.26
3 13.14 8.92 2.19 11.56
2 12.01 6.34 6.08 11.28
1 -6.32 8.98 -12.75 11.04
0 -33.45 16.53 -44.80 9.45

TABLE 3: PRELIMINARY EXPERIMENT DATA FUSION RESULTS
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3.4 INTERIM EXPERIMENT CONCLUSIONS

Given the poor performance of the direction external with other external
combinations, it should not be used in those combinations. Even though the addition of
directional data should, according to data fusion theory, provide for better
improvement scores, these preliminary experiments question its use. This consideration
will be taken into account in the experiment in Chapter 5.

The database and results illustrate performance of the Testbed against scenarios
on fixed frequencies. As of yet, there have been no experiments performed to test how
the Testbed correlation algorithms react to changes in frequencies. This would involve
modifying the database as discussed in Section 4.1.8.

Based on the date in Table 2, the external combination FREQ/RT/LOC is the best
combination. Mean speaker and LSP improvement percentages are better than those
of all others. This external combination is used in the experiment in Chapter 8.

The modulation and radio type externals can be useful if used in conjunction with
other externals as well, but certainly should not be used alone or fogether by
themselves. This recommendation is taken into account in the experiment in Chapter 5.

Based on the results in Table 3, data fusion theory does hold. As the number of
externals increased, the better the results got. The difference between four and five
externals was not very significant as comporeq with the others possibly due to the
clashes between modulation/radio type and location/direction.

More tests should be run for statistically significant conclusions. This experiment
only considered three scenario groups covering all of the possible external
combinations, therefore the results obTo{ned cannot compare with the reliability of
many tests. In addition, only 15 minutes of data was run as opposed fo the full 45
minute scenarios. The thesis experiment in Chapter 5 corrects for these deficiencies.

Lastly, this experiment did not consider the routing statistics or the merge
algorithm’s summary statistics. The experiment in Chapter § defines a pertinent routing

table and analyzes the routing statistics as well as the results of the merge algorithm.
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Chapter 4

POSSIBLE EXPERIMENTS

This chapter describes multiple experiments that could be performed with the
Testbed. These experiments were created exclusively for this thesis. Some ideas were
taken from Shirey and Morgan (1993) and Parker (1993).

There is no long term goal for all of these experiments. Some experiments were
defined to evaluate different parameter settings of the Testbed. Others were 1o Clarify
or guantify unsubstantiated claims made by the contractor. Some experiments were
designed to provide some feedback on externals to the operational community.
Finally, some were described to provide some feedback to the speech processing
scientific community.,

Each experimental description includes an initial statement describing the
objective, a general experimental procedure including some of the variables chosen 1o
be constant and some of the variables to be varied, and some statement of the
expected final result. There was no affempt to define the specific experimental design
and performance measurements for each variable (i.e., appropriate values for "cutoff’,
‘beta”, and "gamma" were not defined). Finally, at the end of this Chapter a
justification is given for which experiment is to be defined in detail and performed in

Chapter 5.

4.1 EXPERIMENTS
Ten different experiments were defined in the sections which follow. All
experiments will include several three-scenario groups, include the full 45 minutes of

ground fruth data, and be performed at Max speed. The 45 minute simulation length is
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the maximum run length for the scenarios and was chosen fo give enough data to
provide the maximum amount of scenario variability. Max speed allows for this amount
of data to be run in about 7 minutes, allowing multiple iterations to be processed
quickly.

The external set, when not explicitly varied in the description, agrees with the best
external set chosen during the quick experiment in Chapter 3 (frequency, radio type,
location). No additional thought was given as to whether another choice was befter.

In the experiments where the correlation algorithm number is not explicitly varied,
Correlator 3 was chosen. This correlation algorithm was used the most durihg RU's
development contract with HRB Systems.

When not explicitly varied in the experiments, realistic values will be selected and
kept constant throughout all iterations of the experiment for the following variables:
correlation merge weights; correlation parameters "cutoff’, ‘beta”, and "gamma’;
Externals Processor and ELINT Processor relative weights; frequency and location error
tolerances: and ELINT time and distance thresholds. These parameter values will be
operationally realistic where possible.

For all experiments, the decision report time will be five seconds, as this parameter
never changes the results provided. In addition, unless explicitly changed in the
experiments, training for the relations fcb!eé and the association table will be based on
100% of the database. Finally, the flight path value will be set and not altered uniess
explicitly changed in the experiment since the direction external was not a part of the
selected external set.

In all cases, an appropriate routing table will be defined and used. This routing
table will be created in an operationadlly realistic manner.

The following fen sections describe the different experiments:

4.1.1 CORRELATOR 3 PERFORMANCE

The objective of this experiment is to perform detailed test and evaluation of
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Correlator 3. There has been no long term evaluation of Correlator 3 in terms of

performance.

General Experimental Methodology: Run several different internal simulations with

various numbers of speakers, languages, and platforms. Run some experiments
with ELINT. Evaluate performance of Correlator 3 algorithm.
Final Result: Correlator 3 algorithm improves/degrades speaker, language,

activity and platform identification accuracy by X%.

4.1.2 CORRELATOR 3 VERSUS CORRELATOR 4

The objective of this experiment is to compare Correlator 3 with Correlator 4. This
would show the differences between HRB's correlation algorithm (3) and HRB's version
of RL's correlation algorithm (4).

General Experimental Methodology: Run several different internal simulations with

various numbers of speakers, languages, and platforms. Run some experiments
with ELINT. Run all simulations through both Correlator 3 and Correlator 4 and
compare the resulls.

Final Result: Correlator 3 or 4 is the better correlation algorithm.

4.1.3 BEST EXTERNAL SET

The objective of this experiment is to determine what set of externals gives the
most correlation improvement to speaker identification. This is similar (o the experiment
in Chapter 3 except the ELINT parameter would be added and other adjustments
made to make the experiment more redlistic. For all iterations of this experiment,
platform and language identification would be kept constant.

General Experimental Methodology: Run all combinations of 1-5 externals and

different flight paths. Run several different speaker identification simulations with
different numbers of speakers. Ideally, run the same simulations through all
combinations of externals and compare the resulfs.

Final Result: This combination of externals provides the best £/i correlation
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performance.
4.1.4 OPTIMAL PARAMETER SET

The objective of this experiment is to determine what parameters provide the most
correlation improvement.

General Experimental Methodology: Run several different internal combinations with a

set number of speakers, languages and platforms through different error tolerance for

frequency and location; different external, internal and ELINT merge weights; different

values for the comrelation parameters "cutoff’, "beta”, and "gamma"”; different Externals

and ELINT Processor relative weights; and different ELINT relevant time and distance

thresholds. Run some experiments with ELINT. Compare the results over multiple

iterations.

Final Result: These parameter values provide the best Correlator 3 performance.
4.1.5 LIMITED TRAINING DATA

The objective of this experiment is to determine the effect of limited training for the ELINT
and Externals Processor relations tables and associations table on Correlator 3 performance.
Some limited training data tables have dlready been created for this test.

General Experimental Methodology: Run several different internal combinations

with a set number of speakers, languages and platforms. Run some experiments

with ELINT. Ideally, run the same simulations but vary the amount of data the ELINT

and Extemals Processor relations tables and associations table are trained on. Evaluate
differences in performance.

Final Result: This correlation algorithm's performance improves/degrades by X%

when training the tables with Y% of the database.
4.1.6 FOUR CORRELATION ALGORITHM COMPARISON

The objective of this experiment is to compare the performance of Correlator 1 vs.
Correlator 2 vs. Correlator 3 vs. Correlator 4. This would show the differences between all four

correlation algorithms and conditions for which the algorithms
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performed excellently.

General Experimental Methodology: Run several different internal simulations with

various numbers of speakers, languages. and plotforms. Run some experiments
with ELINT. Ideally, run the same data through all four algorithms and compare
the resufts.

Final Result: This correlation algorithm performs well in these circumstances.

4.1.7 LARGE POPULATION SPEAKER IDENTIFICATION

The objective of this experiment is 1o determine the improvement in large
population speaker identification (300 speakers) using E/l correlation. This would also
involve developing muttiple ground truth files with 300 speakers and appropriate
association and relations tables. tn addition, this would involve modifying the software
to vary the scores of the 300 speaker id’s like the current simulation software.

General Experimental Methodology: Run muttiple simulations with 300 speakers

and constant language and platform simulations. Run some experiments with
ELINT. Compare the performance before and after correlation.
Final Result: E/I correlation improves/degrades large population speaker

identification accuracy by X%.

4.1.8 NEW EXTERNAL/INTERNAL DATABASE

The objective of this experiment is to determine performance of Correlator 3 on
another &/ database. The Testbed is currently built around a specific database with
specific ground truth files. This will convert and test E/l against this new database. This
will require the development of the following new items: scenarios, ground truth files,
associations table and Externals and ELINT Processor relations tables.

General Experimental Methodology: For the new database, run several different

infernal simulations with various numbers of speakers, languages, and platforms.

Run some experiments with ELINT. Evaluate the performance of Correlator 3.
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Final Result: The E/I correlation and merge algorithms perform this well on this new
database. This demonstrates the applicability of this technology to other
databases. In addition, an actual operational database could be developed.

rather than the present semi-realistic simulation.

4.1.9 VALUE OF DIRECTION EXTERNAL

The objective of this experiment is to determine the value of the direction
external. This would show the operational value of this parameter, since the current
field system does not provide it to a radio station listener.

General Experimental Methodology: Select external set (except location, see

Chapter 3). Run several different internal simulations with varying numbers of
speakers, languages, and platforms. Run some experiments with ELINT. Evaluate
performance for each iteration with and without directional data.

Final Result: The value to the E/I correlation algorithm is X% when directional

information is provided along with the other externdis.

4.1.10 ELINT/EXTERNAL DATA FUSION

The objective of this experiment is to determine the value of fusing externals with
ELINT. The unique ELINT, external, and internal simulation capability provided by this
Testbed allows for this comparison to be performed.

General Experimental Methodology: Run several different internal simulations with

a varying number of speakers, ianguages, and platforms. Evaluate performance
for each iteration with and without ELINT information.
Final Result: The amount of improvement/degradation due to the merging and

correlation of ELINT data with externals and internals is X%.

4.2 EVALUATION

The above ten experiments were analyzed to determine which experiment to run

in detail. The factors examined were operational relevance, interests to the speech
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community, ease of use (which included setup time), and the experiment’s inferest 1o

me. The results are summarized in Table 4.

COMPARATIVE

EXPERIMENT NAME CPERATIOKAL Ry | e opTi TeREst
RELEVANCE COMMUNITY TO M
1. CORRELATOR 3 PERFORMANCE MEDIUM MEDIUM HIGH MEDIUM
2. CORRELATOR 3 VS. 4 NOT EVALUATED
3. BEST EXTERNAL SET HIGH LOW HIGH MEDIUM
4. OPTIMAL PARAMETER SET MEDIUM MEDIUM HIGH HIGH
5. LIMITED TRAINING DATA MEDIUM MEDIUM | VERY LOW LOW
6. CORRELATOR 1 VS. 2 VS. 3 VS. 4 NOT EVALUATED
7. LARGE POPULATION SPEAKER ID MEDIUM HIGH LOW LowW
8. NEW E/l DATABASE MEDIUM MEDIUM Low LOW
9. VALUE OF DIRECTION EXTERNAL HIGH Low VERY LOW Low
10. ELINT/EXTERNAL DATA FUSION HIGH Low VERY LOW LOW

TABLE 4: EXPERIMENT TRADE-OFF ANALYSIS

Evaluating correlation algorithm 1, 2, 3, and 4 (Test &) and comparing Correlator 3

versus 4 (Test 2) were not evaluated. It was preferred to perform more iterations

evaluating the performance of Correlator 3 (Test 1), instead of the larger number of

iterations and time to effectively prove Test 2 and Test 6.

The experiments with the most operational relevance were the direction (Test 9),

ELINT/Externals data fusion (Test 10), best external set (Test 3), and limited training data

(Test &) experiments. Conclusions reached as a result of these tests would influence

operational system design.

Tests of data fusion with large population speaker identification (Test 7) is of high

interest to the speecn processing community. The technical difficulty of separating 300

speakers purely on their speech parameters has been recognized as most researchers
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currently only work on groups of 50 or less. It is theorized that somehow breaking the
300 into groups of 50 using externals may be one way of handling the recognition of this
large number of speakers.

All the operational tests (Tests 3, 9, and 10) are of low interest to speech
researchers except for the limited training experiment. Since the nature of the
operational environment is, in general, limited in the amount of audio data for fraining
speech processing systems, researchers would be moderately interested.

Any item was rated very low on the ease of use parameter when is was required
to run identical dafa through several different test iterations to prove the conclusion. In
Section 5.3.1.2, the impossibility of the Testbed to produce more than one set of
reproducible numbers is described.

Any experiment which required modification or creating a new database (Test
7. 8) was rated low on the ease of use criteria. The creation and addition of data files
would reqguire an enormous amount of setup time to create the required files.
Experiments rated highly on the ease of use parameter are given that rating since the
performance of these experiments is frivial once the experiment is designed and the
variables are seft.

Finally, interest for me was rated as high for the optimization experiment (Test 4).
The Testbed was delivered by the contractor with default numerical settings for all
parameters. Though some mental thought went into the numerical seftings, no
optimization was made. Running any of the other experiments with random settings for
these parameters would give questionable significance 1o any results.

Experiment 4 is the most desirable of the options since it scored the best on the
total evaluation criteria. In the experimental description in Section 4.1.4, it cited
performing experiments to optimize many different parameters. It was later determined
that the most important parameters to run experiments with are the merge weights.
These weights have a direct bearing on the output scores of the merge algorithm and

an indirect bearing on the final hypotheses (since the hypothesis generation algorithm
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uses the scores resulting from the merge algorithm).

"Cutoff’, "beta”, and "gamma" are important parameters only 1o the hypothesis
generation stage of the correlation algorithm. The remaining parameters, other than
the merge weights, only have an influence on the Externals and ELINT Processor inputs
to the merge algorithm. Though these parameters are important, they are not as

important to optimize as the merge weights.
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Chapter 5
THESIS EXPERIMENT

This chapter describes in detail the thesis experiment. The chapter contains an
introduction, a prediction for the resulting values of the weights, as well as the
experimental design, analysis, and conclusions.

In several parts of this chapter, operational values and procedures are cited. This
data was obtained from verbal conversations with experienced radio station listeners
Norm Lambert of Mei Technology Corporation and Dave Morgan, HRB Systems Inc. The
useful operational knowledge of Jim Cupples, Rome Laboratory was also verbally

provided.

5.1 INTRODUCTION

The objective of this experiment is to perform tests o optimize the merge weigh‘r_s
for ELINT based internals, speech based internals, and external based infernals. Since
there is no other existing capability to perform this integration of information from these
three processes, this experiment will be the initial investigation of the relationships
between ELINT, externals, and internals.

One could ask that if one of the processes is consistently better than the others
then why run all of them? RL has not done any Research and Development to prove
whether infernal based speaker identification (ID) is any better than external based
speaker 1D or ELINT based speaker ID. This holds frue for the other internals as well. This
is part of the reason for the development of the E/I Testbed.

Internals are only as good as the training. In the operational environment, a

multitude of problems (noise, radio station mistuning, speaker variability (e.g.. loud, soft,
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fast, slow)) cause degradation in speaker 1D performance since it is impossible to train
the system on alf conditions for every speaker.

The E/I contractor declared that external based speaker identification is not as
good as internal based speaker identification (Shirey and Morgan, 1993) and thus
should be weighted less. However, there are 77 speakers in the database and this
large number causes poor external based speaker ID performance. Typical contractor
infernal simulations used only 10 or 20 speakers, creating a better likelihood of achieving
a higher percentage. If there were 77 languages (only 6) and platforms (only 4) in the
E/l database the same behavior would be expected for these processes.

While performing experiments, observation showed ELINT based internal
recognition percentages in the teens, certainly leading to a theory that ELINT is not a
good predictor. This is why in the general experimental methodology in Chapter 4
experiments are recommended to be performed without ELINT.

Despite the fact that each individual process errs, it is necessary o run all of them
simultaneocusly. In internal based speaker ID (as well as language and platform
identification) features are extracted then fed into a pattern classification algorithm to
make a decision. In several recent RL experiments (Fenstermacher and Smith, 1994) i
was noticed that different feature sets through the same classifier erred differently when
the decisions were compared. In addition, it was noticed that the same features fed
into multiple classifiers also erred differently. Thus, it was theorized that using muttiple
feature sets and multiple classifiers along with some merging algorithm would provide
better results than only using one of them.

This simitarity extends to the merging of ELINT, externals and internals as in the E/I
Testbed. The three processes all err differently. Thus one expects, as above, that the

results provided by the merge would provide more accurate results than each process

alone.
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5.2 WEIGHT EXPECTATIONS

Based on the overall poor performance of ELINT for each of the internal
processes, it is expected to be weighted less than the others. In addition, some
experiments are performed without ELINT to compare its performance to experiments
with ELINT.

The» values for the external weights are not predictable. If the external weights
are low, the poor external based speaker identification performance may by de-
emphasized at the expense of good external based language identification
performance.

it cannot be predicted that the weights for each of the three processes will be
equal. RL has seen the internal systems perform differently on different databases. It
can only be assumed at this point that the external and ELINT based processes will
similarly vary in different parts of the world.

The real answer to this question will be determined when the system is fielded in
the future at an operational site, and field data is played into the internals and real
externals and ELINT input to the other processes. The key is for representative data o
be obtained beforehand to run through the E/I Data Fusion Testbed to insure that the
selected weight set will provide "satisfactory” E/l performance (whatever the definition
of satisfactory is). This is not necessarily the optimal performance.

This thesis tests whether one weight set is optimal on the semi-redlistic simulated
data by running 20 iterations of scenario groups (1.2,3) and 4,5.6) and (7,8.9). These
groups have different external as well as different internal characteristics. If the "best”
weight sefs are different, then this gives an indication that there should be different

weight sets for different databases.

5.3 EXPERIMENTAL DESIGN

For every experiment, a spreadsheet was designed. This spreadsheet has an

experiment name relevant to the experiment and the parameters established for all
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variables. An example of this spreadsheet is included in Appendix C. The following

sections describe the data on this spreadsheet.

5.3.1 INTERNALS

Real infernal outputs could not be input to the Testbed for this experiment. The
platform identification algorithms are still in the 6.2 exploratory development stage.
Though speaker and language identification software are resident in the RL Speech
Processing Faclility, the outputs are on a second by second basis not the transmission by
fransmission decisions required by the E/l Testbed. Some modifications to these
calgorithms would be required to make their method of reporting compatible with what
the Testbed expects.

If all the systems existed and transmission by transmission processing is provided,
the Testbed software would be required to handle the outputs from the internals in the
interface format provided by the actual systems. This soffware has not been developed
‘or this interface protocol.

Thus internal simulations were designed, as in the quick experiment in Chapter 3,
as realistically as possible. It was desired to run twenty speakers, ten languages, and
ten platforms with a percentage accuracy of between 70-75%. These percentages cre
similar fo the actual performance of the RL systems on operational data.

Since the real systems provide confidence scores with all their decisions, the
number of scores to report was set equal to the number of internals, contrary to the

quick experiment in Chapter 3 which only selected five scores from twenty speakers.

5.3.1.1 OBTAINING REALISTIC ID ACCURACIES

There was some design difficulty creating realistic percentage accuracies for
these internal simuiations. With the speaker ID ground truth score set 1o 90, only 13%
correct ID accuracy was obtained using a random simulation for the secondary scores
with no added distortion. When the score was increased to 95, only 41% correct ID

accuracy was obtained. After several iterations, a default first choice score of 98 was
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finally seftled on to give the desired accuracy (68.6%). Similar iterations were performed
for language D and platform 1D, establishing a 95 ground truth score.

Though the E/I Testbed provides the capability to use ten languages and
platforms, there are only six languages and four platforms in the ground truth database.
If language seven (L7) was given a score of 96 by the simulation, the Testbed counted it
as an error since it exceeded the 95 language ID ground truth score. However, the
merge with zero (since L7 is not in the Externals Processor database) resulted in the
ground fruth language merged score to be higher (since the Externals Processor gave it
a score because it is in the database). This results in nUMEerous corrections made by the
correlation process and a large statistical bias when comparing the merged score
results with the simulation results. To correct for this, the simulations for platform and
language identification were fixed at the number in the database.

The bias could not be totally removed, however. Due to the simulator definition
of "around’, whenever L5 and L6 are the ground fruth for the language D simulation, L7
and L8 are generated with scores. This bias is minimized, however, since these two
languages occur only 23 times out of 1700 transmissions in the database.

Removing bias for platform 1D presented another design difficulty. The platform D
simulation provided an error message when setting the number of platforms to four. The
message indicated that the field would only accept numbers between 5 and 20. This
was reported to the contractor and it was noted that it was important to change the
number of scores chosen to four before changing the number in the database to four.

In addition, it was observed that due to the definition of "around”, PS was
simulated whenever P2, P3, and P4 were the ground fruth platform. This occurs many
times in the database.

After discussions with the contractor, an investigation of constant internal scoring
with distortion rather than the above random scoring showed potential for the
simulation. Using only language 1D, a constant ground truth score of 80 was set with

constant secondary scoring of 70 and a random distortion of 11. This produced a
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acceptable language 1D recognition percentage with scores distributed between 59
and 81.

Affer extensive analysis, constant internal scoring was preferred as it was
determined to be more redlistic than purely random scoring. When there is an error
made by the RL language identification system, the scores for the two languages being
confused are close. In addition, the ground truth score of 80 is more realistic than 95.
Finally, alt scores are relatively close, simulating a more realistic distribution than when
the random simulation gave a spread between 2 and 95.

For each simulation, iterations were performed before an acceptable score
spread and simulation accuracy was achieved. This proved difficult, once again, for
the speaker identification simulation. The amount of distortion was forced to be as high
as possitle and the constant secondary score as low as possible.  Final values for all

simulations are recorded in Appendix C.

5.3.1.2 DYNAMIC VS. REPRODUCIBLE

An investigation info dynamic versus reproducible distortion was performed. it
was originally planned to run simulations with and without ELINT, but with the same
internals and scores reproduced. It was also originally planned to reproduce the same
internals and score sequences through several different iterations of weights.

In this investigation it was discovered that reproducible distortion only produces
one sequence of scores over and over again, nof the same sequence from the last
experiment. This was discovered by performing several dynamic and reproducible
experiments and observing the language and platform sequences and scores for the
first transmission.  In every reproducible simulation, only one score sequence was
produced. In the dynamic case, all sequences and scores were different.

In the quick experiment in Chapter 3, the stafistics for the three scenario groups
were different only because of the differing numbers of fransmissions between the three

scenario groups. The score sequences were exactly the same.
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In this experiment the reproducible score sequence will be used for one iteration
of the (1.2,3) scenario group. All other experiments will use dynamic scoring. Twenty
dynamic iterations of scenario groups (1.2.3). (4.5.6). and (7.8.9) will be run to make the
chance of bias less risky. In all cases, the realistic simulation of internals is provided as

described.

5.3.2 EXTERNALS

Externdls, in the real world, are provided by measurements obtained from the
radio station listener using a specially designed system. RL has no in-house access o this
system, thus a simulation was used in 1hése experiments. Each scenario group contains
different external values, however, all experiments using the same scenario group used
the same external values. As described in Section 1.3.2, the simulation of the externals
was redlistically created based on actual Air Force ocﬁviﬁes.

Though the preliminary experiment results were not statistically significant, the
best external combination of frequency, radio type, and location was chosen as
indicated in Appendix C. Frequency was chosen due fo its strong ties to the internals and
scenarios. Direction and modulation type were not chosen due to the conflicts which
appeared to arise in Chapter 3.

Operationally, a radio station listener manually tunes the radio and locks onto a
frequency and has direct control of receiving good frequency and location information.
In addition the radio type is derived by the knowledge of the radio station listener. Thus,
the confidence measures of these externals were kept at the default value of 100.

The Externals Processor relative weights were analyzed and are listed in Appendix
C at the system default values {100), since they are only used as mulfiplicative factors in
the algorithm. Changing one value higher or lower would unscientifically favor the
contribution of one external over another. The frequency error tolerance was changed

to .000IMHz, reflecting a more operationally realistic number.
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5.3.3 ELINT

RL has no physical way o recreate the actual ELINT subsystem at present for live
inpuf to the Testbed, thus the data is simulated as accurately as possible. The
simulation’s realism was created by HRB-Systems using a former ELINT analyst.

ELINT Processor relative weights were analyzed and kept at the system default
values (100) for the same reason described for the Externals Processor relative weights.
The ELINT confidence score was set at 80 showing operationally relevant confidence in
the data provided by the ELINT subsystem. The relevant time and distance threshold
and error tolerance parameters were kept at operationally significant default values.
These values are recorded in Appendix C. In addition, ELINT is designated as "ON" if

ELINT is used and "OFF" otherwise.

5.3.4 OTHER EXPERIMENTAL PARAMETERS

Values for "cutoff”, "beta”, and "gamma" are listed in Appendix C at their default
values. Analysis showed that the contractor set these at acceptable values.

The correlation algorithm(3), Externals Processor algorithm(2), ELINT processor
algorithm(2) and their respective fraining files (listed in Appendix C as
ASSOCIATIONS.DAT, RELATIONS_ELINT.DAT and RELATIONS.DAT) were kept at the system
defaults. The algorithms are claimed by HRB-Systems (Shirey and Morgan, 1993) to be
the best. The training files represent 100% of the database, which during testing usually
provides the best performance.

Appendix C shows a stop time set at 27000 ms, or 45 minutes which is the entire
length of the simulations to provide as much data as possible for analysis. It also shows
a run speed of MAX, indicating the experiments will be run as fast as possible. In
addition the third flight path (C) was chosen which, as indicated in Chapter 4, does not
affect these resulfs since the direction external is not used.

As indicated in Section 5.3.1.2, scenario groups (1,2.3), (4,5.6), and (7.8.9) are

being used in these experiments. These groups are indicated in Appendix C affer the
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CW in the experiment name at the top of the page as well as individually.
Finally, the maximum transmission length was set at 3 seconds. An experiment was
performed and concluded that no matter where this parameter was set, the E/I Data Fusion

Testbed gave the same results, but provided the information onto the screen faster.

5.3.5 CORRELATION WEIGHTS

For each experiment, the correlation merge weights are listed in the appropriately
labeled portion of Appendix C. In every row, the weights are all equal to keep the number
of different experiments needed to a reasonable number. This scheme is justified since each
intemal weighting is independent of each other in the merge algorithm.

Each experiment will change these weights as described in Section 5.3.5.1 and
these alterations are recorded on the spreadsheet in Appendix C. The experiment name at

the top of the Appendix also includes the weights in the order internals/ externals/ ELINT.

5.3.5.1 EXPERIMENT SERIES

This section describes the series of experiments planned to measure the variability
caused by changing the weights of the input processes to the merge algorithm and their
effect on the correlation results.

The list of experiments is provided in Appendix D using the form of the experiment
name described in Section 5.3.5. The table involves all combinations of weights in intervals
of 25. This interval was determined as a tradeoff between the amount of spacing and a
reasonable amount of time and number of experiments.

As described in Section 5.1, in this experimental design internals and externals will
always be produced (never Q) for correlation. Due to its poor performance, ELINT is not used

in some experiments.

It was proven in a short experiment that with ELINT turned off with a non-zero ELINT
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weight changes the final results when compared to a zero ELINT weight. This was
reported to the contractor as an error, since the soffware should have automatically
made the ELINT weight zero whenever ELINT was off. Al experiments without ELINT were
performed with a zero weight.

With a short experiment, it was proven that experiments with all weights of 100
provided identical answers when all three weights are set at 75. All experiments whose l
ratio of weights are muttiples of previously listed experiments were not performed and
are identified in Appendix D.

Experiments in Appendix D are reproduced for the scenario groups (4,5,6) and L

(7.8.9) with their experiment names coded appropriately.

5.3.6 ROUTING TABLE

Based on the scenario groups, @ routing table was established. The objective of

the routing table was to assign the radio stations of interest to the appropriate listener as
described in Section 1.1.3.

Operationally, the initial search criteria is language, as this routing criteria sends
the appropriate stations to a listener with special education and training in
understanding the language. The second most important search criteria is activity, as
some news reports are more critical than others. Finally, the last important search
criteria is speaker, since known news reporters provide more information than disc
jockeys.

Since twelve listeners has operational relevance., an initial atfempt at routing was
fo establish twelve different routing assignments for each of the three scenario groups.

It was initially desired that each scenario group have its own routing table.

Initially, each three scenario combination was examined for all possible languages
and activities of inferest.  Aftempting to provide for twelve positions with only six
language/activity pairs for the scenario (1.2,3) group was unrealistic, so it was decided

fo only use six listeners. Typically, there are more language/activity pairs and more than
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three scenarios.

Only three important language/activity pairs were detected in the scenario (4.5.6)
group. These activities could have been divided among two different listeners to cover
the desired six positions, but this is operationally unrealistic. Due to this scarceness of the
language/activity pairs, it was decided to create one realistic twelve position routing
table to be used with all three scenario groups.

The final output is contained in Appendix E. The Appendix shows the 12 listeners
(P1-P12) with their routing responsibilities coded in the following format: scenario
number/language number:speaker number:activity number.

This routing table was prepared by initially creating the language/activity pairs
then assigning each pair to a unique listener. No one listener monitors for two different
activities in the same scenario group. No one listener monitors for more than one
language. In addition, P4 not only listens for Al in the scenario group (1,2,3) but also in
the scenario group (7.8.9).

Finally, representative speakers were added to the language/activity pairs. These
speakers represent the most active speakers in the language/activity pairs. The E/I Data
Fusion Testbed default routing table was replaced by the configuration specified in

Appendix E and used for ¢ll experiments.

5.3.7 RECORDING STATISTICS

Appendix F shows the audit file statistics recorded for analysis for each iteration of
each experiment. The internal simulation accuracies are recorded as well as the
external based activity results. Improvement by the merge algorithm is automatically
calculated in the spreadsheet by subtracting these numbers from their respective
recorded merge algorithm accuracies. Similarly, correlation improvements are
calculated in the same manner using the respective correlator hypotheses, as in the
experiment in Choptér 3.

In the correlator hypotheses section, the percent of time the top LSAP hypothesis
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was correct was recorded. The percentage of time any of the multiple LSAP
hypotheses was correct was recorded and is normalized by the number of hypotheses
generated, since all experiments produce a different number of hypotheses,

Some of the statistics used for analysis are labeled with either a direct or indirect
relevance. For instance, when optimizing the weights in the merge algorithm, the
merged scores are calculated independently of each other and have direct relevance.
Since the correlation hypotheses and routing statistics are calculated using the merged
scores and some internal-internal correlation, it is less likely that these results can be

aftributed to the quality of the merge weights, thus are indirectly related.

5.4 EXPERIMENTAL PERFORMANCE

Experiments were performed on the Testbed in an automated fashion. The three
separate scenario groups and the fourth repeatable group were established with the
values described in Section 5.3, All four groups had ¢ version with and without ELINT,
creating eight separate experiment files.

In order to change the weights for each experiment listed in Appendix D, the
eidefaults file was edited. Editing was also done of the command file fo perform
experiments and store results for each of the four scenario groups. Initially, a specially
designed E/I Editor was used. Later, the Testbed’s Openwindows text editor was leaned
and used to provide a guicker means fo change the weights and create additional
experimental data.

The Testbed saved the experimental data and step-by-step results in an audit file
for later review and statistical recording. A method to create a short version of this
audit file existed on the Testbed. However, after automatically running through several
weight groups and scenario groups with this short version, an error was detected in the
generated statistics. Al iterations processed in this fashion were rerun in the memory
intensive step-by-step fashion.

Memory problems on the Testbed resulted after saving several long step-by-step
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audit files. As a result, additional experiments had to be performed for those which no
memory existed to save the results. Using the UNIX Head and Tail functions in the
command file eliminated this problem by only saving the first (o verify the experimental
conditions) and last (to print the audit file statistics) 100 lines of each audit file.

To create the data for analysis, these audit file results were recorded. Initially, the
results were hand-wiitten onto paper copies of Excel spreadsheets created for each
scenario group. This process proved to be slow and tedious. Eventually the staftistics
from the audit file were printed for each scenario and weight group using the
Openwindows Print Monitor.

All printed statistics for each scenario group and weight group were typed into
Microsoft Excel spreadsheets illustrated in Appendix F. These spreadsheets were
configured to automatically generate the required means and standard deviations for
analysis.

Following generation of all spreadsheets, the data was analyzed for accuracy
using the standard deviation statistic. After the observation of several spreadsheets, any
deviation statistic greater than two was rechecked. This resutted in the correction of
several typographical errors resulting from the manual data entry procedure.

Other errors due to manual data entry were detected and corrected in the
language identification improvement formulas, the activity correct statistics, and the
routing statistics. Since the external and ELINT data was never altered during the 20
iterations of each scenario group, the merge algorithm’s activity correct statistic was
checked to be constant for all iterations. Due 1o the way the roufing table was
creafed, the mean routing partially correct and the mean routing accuracy statistics

were checked to be equal.

5.5 EXPERIMENTAL ANALYSIS

Final statistics generated by the experiments and used for analysis are contained

in Appendix G. These stafistics illustrate the average improvements and routing
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percentages obtained after the merge and correlation algorithms for the 20 iterations of
scenario groups (1.2.3), (4.5,6), and (7.8.9). The final statistics also include these same
results for the one reproducible iteration of scenario group (1.2,.3). The merge and
correlation algorithm statistics were summed to create a number signifying the total
improvement gained by these two algorithms.

Ranks were created separately for the results of the merge and correlation
algorithm using the Microsoft Excel sort function. These ranks were predominantly used
in The analysis stage. Though the data in Appendix G was created as carefully as
possible, since there was no way to reproduce the same twenty iterations of internal
data through all weight groups, the individual statistics are subject to error. However, it
is later shown in this thesis that despite these errors, the ranking results for the twenty
random iterations of scenario group (1,2.3) are comparable with the one repeatable
iteration of (1,2.3) supporting the use of these ranks for this anclysis and the conclusions
made in this experiment.

In the preliminary analysis stage, the merge algorithm statistics, the correlation
hypothesis results, the correlation internal improvements and correlation routing statistics
were separately ranked as illustrated in Appendix H. As can be noted by the ranks for
the correlation hypothesis results and the routing statistics for weight group 75/50/0,
these rankings were sometimes very contradictory within the scenario group and these
contradictions made it very difficult 1o come up with definite trends. Contradictions
among scenario groups were also just as plentiful.

To dlleviate this analysis a correlation total was calculated and ranked as
illustrated in Appendix G. Intuitively, this makes sense since the sum of the correlation
hypothesis results, internal improvements, and routing statistics accurately reflects the
quality of this algorithm.

For each column in Appendix G, a grand total is calculated for each of the
weight groups by summing the merge and correlation totals. This grand total reflects

the overall improvement score for a particular weight group.
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Using the Microsoft Excel sort function, ranks from best to worst were created for
the merge total, correlation total and grand total. It was discovered that when adding
the merge and correlation totals in this fashion, the ranking for the grand total was
strongly biased in favor of the correlation total since it was generally 7 times larger than
the merge total. In order to lessen this bias, the grand totals in Appendix G are
calculated by multiplying the merge total by 7, then adding the correlation total.

Finally, the sum of the merge and correlation algorithm ranks was created and
separately ranked and this ranking is the way the results are displayed in Appendix G.
Once the merge statistics were multiplied by seven, this ranking and the ranking for the
grand total are almost identical.

Data analysis was done in three different ways with the resuits shown in Tables 5,
6, and Figures 3-8. This data is used to perform the comparison of weights in Section
5.58.1.

The first method of analysis began with a judgment of each of the individual
numbers in Appendix G. Each row of each scenario group was analyzed separately
and significant negative numbers and other deviations noted. An example of a
deviation is for scenario group (1.2,3) noting that Thé statistics obtained when the
infernal weight is 25 performed worse than all other internal weights.

The correlation algorithm LSP improvement statistic was not analyzed since when
the individual LSP statistics were noted as deviant, the total LSP was similarly affected.
In addition, the routing stafistics completely correct, partially correct and accuracy
were not examined since the differences from experiment to experiment were smaill.

Table 5 gives the resufts of this first analysis. In this table, the weight groups with
nothing noted are not listed. Deviant or negative statistics for scenario group (1,2,3) are
denoted as A, repeatable group (1,2,.3) are R, scenario group (4,5.6) are B and
scenario group (7.8.9) are C.

It was also generally noted while performing this analysis, that as the amount of

ELINT decreased, then the results seemed to improve. Another general trend noted at
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this time was the poorer performance of the correlation language, speaker, activity and
platform improvements compared with the results of the merge algorithm.

A second analysis was done by listing the best seven (10% of the 66 total) and
worst seven weight groups based on the merge rank and total rank for the four
scenario groups. Since the correlation rank is not directly a measure of the alteration of
the merge weights (some internal-internal correlation and alternate hypothesis
generation occurred), its frends were not examined separately. No analysis of the rank
for the final totals in Appendix G was performed since this ranking closely follows the
ranking of the sum of the merge and correlation algorithm ranks. Table 6 illustrates the
results of this analysis.

The third method of analysis compared accumulated total ranks. For example, 1o
examine the effect of changing the ELINT weight 100/100/100 was placed in a
spreadsheet side by side with 100/100/75, 100/100/50, 100/100/25, and 100/100/0. Next,
100/75/100 was placed side by side with 100/75/75. 100/75/50, 100/75/25, and 100/75/0.
This continued for all combinations of the internal and external weights.

Following creation of this spreadsheet, the merge ranks and total ranks with the
same ELINT weight were added together. Graphs were made for analysis and
comparison illustrating the sum of the ranks for each ELINT weight. Graphs were also
produced for infernals and externals in the same manner and are included in

Figures 3-8.

5.5.1 COMPARATIVE DATA ANALYSIS

The similarity of results for scenario group (1,2,3) and the one repeatable iteration
of (1,2,3) is verified by the data analysis. In Table 5, A and R are listed in the same
column 46 times as opposed to either being listed alone é times. In Table 6, the same
three weight combinations appear in 23 of 28 columns. Finally, the weight values in

Figures 3-8 are extremely close, sometimes exactly overlapping, further supporting this

conclusion.
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MERGE RANK (53};25;) R(B]E;’Tﬁ}) (iESS,’Z) (E,EBS,;)
| 100/25/0 100/75/0 75/25/50 75/25/0
2 100/100/0 75/50/0 100/75/25 100/25/0
3 75/25/0 100/50/0 100/50/25 75/50/0
2 75/50/0 75/25/0 75/75/25 100/50/25
5 75/50/25 100/25/0 100/50/50 75/76/25
5 100/50/0 100/100/0 75/25/25 100/75/50
7 100/50/25 75/75/25 100/75/50 75/25/25

BEST BEST

TOTAL RANK (?Ezsg) Rﬁ’fg,@,) (4,5.6) (7.8.9)
] 75/50/25 100/75/0 75/75/25 75/50/0
2 75/50/0 75/50/0 75/25/50 75/75/25
3 100/100/25 100/100/25 100/50/25 100/100/0
2 100/100/0 75/75/25 100/75/75 75/25/0
5 75/100/25 75/100/25 50/50/75 100/75/0
5 75/75/25 100/50/0 100/50/100 100/50/25
7 75/100/0 75/50/25 75/50/50 100/50/0

MERGERANK | {153 20123 “se e
%0 25/75/50 25/100/75 25/75/50 25/100/100
o1 25/100/100 25/75/50 25175175 25/100/25
&2 25/100/75 25/100/100 25/100/50 25/50/75
63 25/50/75 25/75/100 25/100/100 25/75/50
o4 25/25/100 25/50/75 25/25/75 25/50/100
%5 25/75/100 25/25/100 25/75/0 25/100/75
%6 25/50/100 25/50/100 25/100/0 25/75/100

T

TOTALRANK | () 20123 658 e
60 50/25/100 50/25/100 25/100/50 25/25/75
51 25/50/75 25/100/50 25/100/0 25/100/75
o2 25/50/100 25/50/75 25/100/25 50/25/100
o3 25/25/75 25/25/75 25/50/100 25/100/100
o4 25/25/100 25/25/100 25/100/100 25/100/50
o5 25/75/100 25/100/75 50725175 25/25/100
%6 25/100/75 25/75/100 25/25/75 25/75/100

TABLE 6: BEST/WORST ANALYSIS
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The analyzed data tables and figures were used, where possible, 10 determine
the best and worst weights for internals, externals, and ELINT. Though the overall goal
was to find the best, it was important to point out those values which should never be
considered to be the best. In some cases, the best or worst analysis was initially
narrowed to two or three choices, which were then compared and conclusions made.

It is concluded that having a weight of 25 for the internals is unacceptable for all
four scenario groups. In Table 5, this is ilustrated by being the internal with the greatest

number of letters A, B, C, and R. In addtion, all of the combinations in the “WORST"

columns in Table 6 except four have an internal weight of 25. Finally, Figures 3and 4

show much higher total ranks for this weight than any ofher.

Data analysis also supports the conclusion that an internal weight of 75 or 100 is
the best. In Table 5, there are very few occurrences of these internal weighfs and in
most cases the ELINT weight values contribute significantly to these poor results. For
example, in the scenario groups labeled A, C, and R, the ELINT weights are high in all
cases (50, 75, 100) with one exception (75,25.25). It can be observed in Figures 5 and 6
that these ELINT weights contribute 1o poorer performance by their higher total ranks for
these groups. In addition, for the scenario group labeled B the same thing can be
shown with two exceptions (weight combinations 100/50/50 and 100/25/80).

Table 6 also illustrates that best results are achieved with internal weights of 75 or
100. All of the combinations listed as "BEST" in this table contain either of these two
weights except for one. This is further reinforced by the low total ranks for these weights
in Figures 3 and 4.

There is no strong indication which of these internal weights are better. The
numbers appear in the "BEST" columns of Table 6 almost equally (27 versus 28). In
addition, Figures 3 and 4 show a lower fotal rank for the 100 weight, but not by a very
significant amount.

The analysis of ELINT weights provides different conclusions for scenario group

(4.5.6) as compared with the other scenarios. For group (4,5.6), 25 and 50 are the best,
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with 0, 75, and 100 being the worst. For the other 3 scenario groups 0 and 25 are the
best, with 75 and 100 being the worst.

For scenario groups (1,2.3), (7.8,9) and the repeatable group (1,2,3), each of the
weights judged as worst (75 and 100) individually have many more letters (A.CR)in the
columns of Table 5 than the other weights. In addition, Table 6 has these numbers in
the ELINT position in 36 of the 42 "WORST" weight groups. Finally, it can be plainly seen in
Figures 5 and 6 that total ranks for these weights are higher than all others for these
scenario groups.

As far as which one is the worst value for these scenario groups, it is concluded to
be the 100 weight. This weight is in the "WORST" columns of Table é twenty-two times
compared fo fourteen for the 75 weight. In addition, Figures 5 and 6 show the 100
weight consistently with a higher total rank than the 75 weight.

The best weights for these three scenario groups are concluded to be 0 and 25.
They are listed only twice in Table 5 without all the other scenario groups and are in
every one of the "BEST" ranking combinations in Table 6 except one. Finally, in Figures 5
and 6, ELINT weights of 0 and 25 have the lowest total ranks for these three scenario
groups.

The weight of 0 is concluded to be the best for these scenario groups. It occurs
more times in Table 6 in the "BEST" colurnns (25 versus 16) and is the lowest of the total
ranks in Figures 5 and 6 making it a better choice than 25.

For the (4,5.,6) scenario group, Table 5 shows some activity and platform
identification instability in the merge algorithm (illustrated in these rows as a B alone).
Further analysis of this table illustrates that there are many B’s in the columns with 75 and
100 ELINT weights. In addition, there are a few B’s in columns with a zero ELINT weight
which are not present for the other groups.

The weight groups in the "WORST" columns of Table 6 for this (4,5.6) scenario group
are not dominated by one ELINT weight, though 75 occurs more than any other (4) and

there are three occurrences of 100 and 0. Since there are three 50's as well, this table
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only reinforces in a small way the poor performance of weights 0, 75 and 100 for this
scenario group.

The graphs in Figures 5 and 6 clearly illustrate the poor performance of these
weights for this scenario group. These total ranks are much higher than the ranks for the
25 and 5 weights. However, not one of these tables clearly indicates which weight value
is worse than the others.

For this scenario group, ELINT weights of 25 and 50 are considered the best. They
have the fewest number of B's in Table 5. In Table 6, these values are in all of the “BEST"
weight groups in the merge rank table and in four of the seven weight groups in the
total rank table, including the top three. Findlly, these two weights have the lowest total
ranks in Figures 5 and é.

As for as concluding which of these two weights is better, Table é provides no
information since they appear an equal number of times in the "BEST" tables. However,
Figures 5 and 6 show the weight of 25 with a lower total rank concluding it as the best
for this group.

An analysis was performed as to why the zero weight was the best for one
scenario group and the worst for the (4,5.6) scenario group. The differences were
attributed to the merge algorithm platform and activity instabilities discovered during
the analysis of Table 5.

A detailed examination of the merge algorithm platform identification
improvement statistic was undertaken for the (4,5.4) group to explain these differences.
For this group, the comparative results for the ELINT weight 0 was better than both the 25
and 50 results only 6% of the fime. In addition, the results for the 0 weight was better
than one of these results only 25% of the time (this result includes the é%).

This is completely contrary to the results for the other weight groups contributing
to the ranking differences in Figures 5 and 6. The repeatable (1,2,3) scenario group
always had better results for the 0 weight. For the (7.8,9) scenario group, 50% of the time

the results for the 0 weight was better than both the results for the 25 and 50
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weights and 75% of the time the 0 weight was better than one of them. Finally, for the (1.2,3)
scenario group. 50% of the time the 0 weight was better than both the 25 and 50 weight
results and 75% of the time one or the other was better.

The differences in ranking caused by the merge algorithm activity identification
statistic were also examined in detail. For the (4.,5,6) scenario group, this statistic generally

decreased from 5.468 to zero when the ELINT weight is 0. In the other scenario groups, the

ELINT weight of zero increased this statistical result by a very small amount. A 5.68 drop in the
merge total and final total for the (4.5,6) scenario group equates o about a 15 place
increase in rank. Thus, this statistic contributed to the (4,5.6) group's ranking differences.

For externdls, a weight of 25 is concluded to be one of the worst values. In Table 5, an
A, B, C or R appears more times in these columns than any other external weight. This weight
also appears many times in the "WORST" columns of Table 6. In addition, though there is not a
significant difference in the ranks in Figure 7, with the exception of scenario group {4,5.4), this
weight is never the best. Finally, the ranks in Figure 8 clearly illustrate that this weight is the
worst since the total ranks are much higher than any other.

The external weight of 100 is also concluded to be one of the worst values. Though
this weight has few letters alone in Table 5, it appears more times than any other external
value in the "WORST" columns of Table 6. In addition, it ranked near the poorest in Figure 7. In
Figure 8, it appeared as the best for some scenario groups, though not by a significant
enough amount to negate this conclusion.

As far as a conclusion for the best external weight, a value of 50 is not listed much in
Table 5 and appears the most number of times in the "BEST" ranking columns in Table 6. In
addition, in Figures 7 and 8 the scenario group (4.5.6) clearly shows the 50 weight as the best.
For the other scenario groups, Figures 7 and 8 show that this weight is either the best or not
significantly different from the best.

Considering all three weights at the same time, analysis shows that the weight
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combination 75/75/25 is the only combination that appears on all of the "BEST” total rank

tables and three of four "BEST" merge ranking tables in Table 6. In addition, further

analysis showed that the "BEST" fotal rank and merge rank weight combinations which

provided optimal results in this table (#1 on the list) were never the same.

In most cases, as indicated above, the correlation speaker, language, activity,

and platform improvements were less than those provided by the merge algorithm. 1t is

concluded that the convention of generating alternate hypotheses for routing (the star

convention as described in Section 2.3) degrades the individual resultts.

5.6 SUMMARY AND CONCLUSIONS

Tables 7 and 8 summarize the best and worst weights respectively for externals,

internals, and ELINT as concluded by these experiments.

SCENARIO GROUP
123 R(1.2.3) (4,5.6) 789
EXTERNALS 50 50 0 80
INTERNALS 75 OR 100 75 OR 100 75 OR 100 75 OR 100
ELINT 0 0 25 0
TABLE 7: EXPERIMENTAL CONCLUSION: BEST WEIGHT VALUE(S)
SCENARIO GROUP
1.2,3) R(1.2.3) 4.5.6) (7.8
EXTERNALS 25,100 25,100 25,100 25,100
INTERNALS 25 25 25 25
ELINT 100 100 0.75,100 100

TABLE 8: EXPERIMENTAL CONCLUSION: WORST WEIGHT VALUE(S)
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Based on the data for these experiments, there is no unigue weight group which
is optimal for alf four experiment groups. The best scoring combination in each scenario
group was not the same and the characteristics of the (4,5.6) group caused its
individual weight choices to be different from the others.

Considering the data, the combination 75/75/25 would be a good default for the
system. This combination appeared prominently in the "BEST" columns of Table 6. The
internal value (75) matches with the value in Table 7. The external value (75) is neither
judged best nor worst, however, given the similarities between this weight and the 50
weight in Figures 7 and 8, this value is adequate. Finally the ELINT value was judged as
best for scenario group (4,5,6) and a close second best for the other scenario groups
making it an adequate choice for the system default,

It is recommended that any future system allow for the evaluation of the
effectiveness of routing transmissions based only on the best resuits of the merge
algorithm. Consistently correct LSAP decisions in the nineties were obtained after the
merge and good routing statistics are thus expected for the best LSAP combination. if
successful, this would alleviate the need for the correlation algorithm which degraded
the individual results, but maximizes the routing percentages through the generation of
alternate hypotheses.

it is recommmended that a capability to reproduce one scenario combination for
many experimental conditions be added to the system. Currently, only one
reproducible experiment could be run. Adding this capability would allow for more

realistic reproducible data to be run through different experimental conditions.
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Chapter 6
THESIS SUMMARY

This thesis described the RL Data Fusion Testbed and its development history. All
aspects of the Data Fusion Testbed are described in detail including the internals,
externals, merge algorithm, and four different cormrelation algorithms.

This thesis had a heavy emphasis on experimentation. It summarized a group of
ten different experiments which could be run using the Testbed and performed a
preliminary and detailed experiment.

In the chapter which describes the ten experiments, the objective of each
experiment and a general statement of the methodology to run this experiment was
given. Finally, expected results are listed.

Each of these experiments was ranked on the following criteria: ease of use,
interest to the operational community, interest to the speech processing community, and
interest to me. This ranking was used to select the detailed experiment performed.

During performance of this thesis, several computer skills were learned. Among
them are several functions from the UNIX operating system, the Openwindows Text
Editor and Print Monitor, and a method to list and delete files on the Sun. These skills were
used extensively to automatically change weights, run experiments, and record results
during the detailed experiment.

This thesis detailed a preliminary experiment which was performed to learn about
Testbed experimentation, and to exercise the Testbed simulator and audit file. This
preliminary experiment had as its objective to determine which set of externals provides
the best correlation results. Experimental procedures during this preliminary experiment

were followed during the detailed experiment.
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Though the amount of data processed through the preliminary experiment did
not result in statistically significant results, the experiment concluded that the
combination of frequency, radio type. and location provided the best performance of
all external combinations. Performance was measured in terms of mean speaker
identification and LSAP (language, speaker, activity, and platform identification)
improvement.

The preliminary experiment also showed how different externcls and combinatfions
of externals degraded E/I performance. Addition of the direction external to other
combinations seemed to hinder performance. The modulation type and radio type
externals seemed o work weakly fogether.

The preliminary experiment also showed a strong correlation between the external
frequency and good resulfs since the top scoring combinations included that external.
However, it was noted that there were no frequency changes for the scenarios, an
operationally unreailistic situation.

The final conclusion of the preliminary experiment examined the performance of
the different numbers of externals. This concluded that in accordance with data fusion
theory, the larger the number of externals the larger the improvement. The difference
between the four and five external case was shown to be smaller than the difference
between the other steps.

The detailed experiment had as its objective to analyze the weighting of external,
internal and ELINT results. This experiment was carefully designed to reach valid
conclusions.

The design of the detailed experiment examined all Testbed parameters in an
attempt to be operationally realistic. The design decisions to use twenty iterations, three
separate scenario groups ((1,2.3), (4,5,6), and (7.,8.9)) and by requiring that the number
of platforms and languages be equal to the number available was an attempt o
minimize the experimental bias. In addition, a realistic routing fable was designed and

implemented.




69

The internal simulations were designed to create operationally realistic accuracies
and score spreads. It was concluded through detailed analysis that constant internal
scoring with distortion provided more realistic data than random internal scoring.

It was during the design of the internal simulations that it was discovered that
there was only one way to reproduce the same data through all different weight
groups. Thus, in addition to the three scenario groups, a fourth reproducible group was
established.

It was concluded through a very short experiment during the design phase that
changing the maximum transmission length parameter only changes the length to fime
before the testbed displays its results. There is no change in the experimental statistical
resuits.

A list of experiments was created to test the experimental objective. During the
design of this list, a short experiment proved that two different experiments where the
weights were multiples of each other provided the same results. For example, an
experiment with the three processes weighted 50/25/25 produced identical results to an
experiment with the weights 100/50/50. This lessened the number of experiments
required 1o be run during the detailed experiment.

Following the performance of all experiments and calculation of the means,
Tables 5, 6 and Figures 3-8 were created representing three different ways of looking at
the data. During experimental analysis, the results obtained from the one reproducible
scenario group very closely followed the performance of the 20 different iterations of
the same scenario group for all ELINT, external and internal weights. This conclusion
reinforces the conclusions of this detailed experiment, even though there was no way to
run multiple iterations of reproducible data through all scenario groups.

Following data analysis the best and worst weights were determined and are
repeated in Tables 9 and 10 respectively. These conclusions agreed with the

expectations predicted in this thesis.
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SCENARIO GROUP
(1,2,3) R (1,2,3) (4,5,6) (7,8,9)
EXTERNALS 50 50 50 50
INTERNALS 75 OR 100 75 OR 100 75 OR 100 75 OR 100
ELINT 0 0 25 0

TABLE 9: BEST WEIGHTS

SCENARIO GROUP
(1,2,3) R (1,2,3) (4,5,6) (7,8,9)
EXTERNALS 25, 100 25, 100 25, 100 25,100
INTERNALS 25 25 25 25
ELINT 100 100 0, 75,100 100

TABLE 10: WORST WEIGHTS

The expectation that the conclusions would be different for each weight group
was confirmed. The conclusions for the (4.5.6) group were different than the others due
to platform and activity improvement instability.

A 75/75/25 weight group was recommended for the system default for all four
scenario groups. Though these weights were not rated as the "BEST" for all scenario
groups, analysis showed them adequate enough to be recommended as the default
weights.

Analysis also showed that the merge algorithms LSAP improvements were
consistently greater than the comelation algorithm improvements. This questions the use
of the comelation algorithm.

During performance of these experiments three software errors were detected.
When ELINT is not used, the weight for ELINT is not made 0 causing for some stafistical

differences as compared to when the weight is 0. In the E/I Editor, the search and
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replace function would not work. Finally, when trying to run ouTomoTéd experiments in
the short fashion, the routing statistics turned out incorrect.

Besides correcting these errors, various recommendations are made through this
thesis. Expefimen’rs with a database with frequency changes would test actual strength
of the frequency external, and would be more operationally realistic then the E/I
database.

Changing the software to be able to run experiments with the same data is
recommended. This would allow for more controlled experiments, with repeatable
results.

Other data fusion and correlation algorithms should be implemented, tested and
evaluated against the current ones. In addition, the decrease in performance due to
the current correlation algorithm should be analyzed.

Aliowing the evaluation of routing based on the results of the merge algorithm is
recommended. The percentages for each internal after the merge algorithm was
consistently ninety and above which would expect routing accuracies greater than the

40% currently obtained in the field.

Finally, the addition of statistical analysis routines to the Testbed will eliminate the
need to do these functions manually as was done in this thesis. Addition of these

routines would make experimental data collection faster.
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APPENDIX A

SYSTEM DEFAULTS IN EIDEFAULTS FILE

DEFAULT ALGORITHM NUMBER

TRAINING FILES

CORRELATION ALGORITHM=

3

ASSOCIATIONS.DAT

ELINT PROCESSOR ALGORITHM=

2

RELATIONS_ELINT.DAT

EXTERNALS PROCESSOR ALGORITHM=

2

RELATIONS.DAT

EXTERNAL SIMULATION

FREQUENCY: ERROR TOLERANCE= 0.001 |RELATIVE WEIGHT= 100
RADIO TYPE RELATIVE WEIGHT= 100
LOCATION RELATIVE WEIGHT= 100
DIRECTION RELATIVE WEIGHT= 100
MODULATION TYPE RELATIVE WEIGHT= 100

ELINT SIMULATION

ELINT RELEVANT TIME THRESHOLD=

1200

TYPE RELATIVE WEIGHT= 100

ELINT RELEVANT DISTANCE THRESHOLD=

1

LOCATION RELATIVE WEIGHT= 100

ELINT LOCATION ERROR TOLERANCE=

3

CORRELATION WEIGHTS.

LANG SPK ACT  PLAT

INTERNAL SIMULATION

100 100 — 100

EXTERNALS PROCESSOR

100 100 100 100

ELINT PROCESSOR

100 100 100 100

OTHER PARAMETERS

BETA=

3

CUTQOFF= S

GAMMA=

2
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APPENDIX B
SAMPLE OF QUICK EXPERIMENT RESULTS

5 EXTERNALS
SPEAKER ID: (1,2,3) (4,5,6) (7,8,9
Correlator hypo: spkr. corr. 84.86% 88.33% 78.40% STANDARD
Simulator: speaker correct 64.94% 66.11% 66.67% MEAN | DEVIATION
% speaker improvement 19.92 22.22 11.73 17.96 5.51
LSP COMBINATION:
LSP correlated correct 83.27% 88.33% 78.38% STANDARD
LSP internals correct 64.94% 66.11% 66.67% | MEAN | DEVIATION
% LSP improvement 18.33 22.22 11.71 17.42 5.31
AVG # hypotheses T 403 | 383 | 378 |

CORRELATOR ROUTING:

completely correct

94.42% 100.00% 90.12%

partially correct

100.00% | 100.00% 100.00%

97.43% 100.00% 95.52%

accuracy
efficiency 92.50% 94.63% 88.34%
4 EXTERNALS
DIR, MOD, RT, LOC
SPEAKER ID: (1,2,3) (4,5,6) (7,8,9)
Correlator hypo: spkr. corr. 80.08% 85.00% 70.37% STANDARD
‘| Simulator: speaker correct 64.94% 66.11% 66.67% | MEAN | DEVIATION

% speaker improvement 15.14% 18.89% 3.70% 12.58 7.91
LSP COMBINATION:
LSP correlated correct 78.49% 76.67% 69.75% STANDARD
LSP internals correct 64.94% 66.11% 66.67% | MEAN | DEVIATION
% LSP improvement 13.55% 10.56% 3.08% 9.06 5.39
AVG # hypotheses [ 477 [ 6.0 | 479 |

CORRELATOR ROUTING:

completely correct

94.42% 100.00% 90.74%

partially correct

100.00% | 100.00% | 100.00%

accuracy

97.43% 100.00% 95.80%

efficiency

88.78% 83.71% 85.93%
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4 EXTERNALS
FREQ, MOD, RT, LOC

SPEAKER ID: (1,2,3) (4,5,6) (7,8,9)
Correlator hypo: spkr. corr. 86.06% 93.33% 82.72% STANDARD
Simulator: speaker correct 64.94% 66.11% 66.67% MEAN | DEVIATION
% speaker improvement 21.12 27.22 16.05 21.46 5.59
LSP COMBINATION:
LSP correlated correct 85.26% 93.33% 82.72% STANDARD
LSP internals correct 64.94% 66.11% 66.67% | MEAN | DEVIATION
% LSP improvement 20.32 27.22 16.05 21.20 5.64
AVG # hypotheses 2.92 2.56 3.05
CORRELATOR ROUTING:

completely correct 94.42% 98.89% 85.80%

partially correct 100.00% | 100.00% | 100.00%

accuracy 97.43% 99.46% 93.56%

efficiency 98.70% 96.84% 97.95%
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APPENDIX D

EXPERIMENT LIST

EXPERIMENTS WITH ELINT

CW123 /100/100/100
CW123 /100/100/75
CW123 /100/100/50
CW123 /100/100/25
CW123 /100/75/100
CW123 /100/75/75
CW123 /100/75/50
CW123 /100/75/25
CW123 /100/50/100
CW123 /100/50/75
CW123 /100/50/50
CW123 /100/50/25
CW123 /100/25/100
CW123 /100/25/75
CW123 /100/25/50
CW123 /100/25/25
CW123 /75/100/100
CW123 /75/75/100
CW123 /75/50/100
CW123 /75/25/100
CW123 /50/100/100
CW123 /50/75/100
CW123 /50/50/100
CW123 /50/25/100
CW123 /25/100/100
CW123 /25/75/100
CW123 /25/50/100
CW123 /25/25/100

CW123 /75/100/75
CW123 /75/100/50
CW123 /75/100/25
CW123 /50/100/75
CW123 /50/100/50
CW123 /50/100/25
CW123 /25/100/75
CW123 /25/100/50
CW123 /25/100/25
CW123 /75/75/25
CW123 /75/75/50
CW123 /75/50/75
CW123 /75/50/50
CW123 /75/50/25
CW123 /75/25/75
CW123 /75/25/50
CW123 /75/25/25
CW123 /50/75/75
CW123 /50/75/50
CW123 /50/75/25
CW123 /50/50/75
CW123 /50/25/75
CW123 /25/25/75
CW123 /25/50/75
CW123 /25/75/25
CW123 /25/75/50
CW123 /25/75/75

EXPERIMENTS WITHOUT ELINT

CW123 /100/100/0
CW123 /100/75/0
CW123 /100/50/0
CW123 /100/25/0
CW123 /75/100/0
CW123 /50/100/0

CW123 /25/100/0
CW123 /75/50/0
CW123 /75/25/0
CW123 /50/75/0
CW123 /25/75/0

EXPERIMENTS NOT PERFORMED

CW123 /75/75/75
CW123 /50/50/50
CW123 /50/50/25
CW123 /50/25/25
CW123 /50/25/50
CW123 /25/50/25
CW123 /25/50/50

CW123 /25/25/25
CW123 /25/25/50
CW123 /50/25/0
CW123 /25/50/0
CW123 /75/75/0
CW123 /50/50/0
CW123 /25/25/0
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APPENDIX F

RESULTS TO BE ANALYZED

EXPERIMERT BAME:CW123 /25/75/100 3

INTERNAL SIMULATION

LANGUAGE CORRECT

SPEAKER CORRECT

PLATFORM CORRECT

LSP CORRECT

EXTERNAL BASED

ACTIVITY CORRECT

|

MERGE ALGORITHM

DIREC

T RELEVANCE

LANGUAGE CORRECT

IMPROVEMENT DUE TO MERGING

SPEAKER CORRECT

IMPROVEMENT DUE TO MERGING

ACTIVITY CORRECT

IMPROVEMENT DUE TO MERGING

PLATFORM CORRECT

IMPROVEMENT DUE TO MERGING

CORRELATOR HYPOTHESES
INDIRECT RELEVANCE

TOP HYPOTHESIS CORRECT

ANY HYPOTHESIS CORRECT

AVERAGE # HYPOTHESES

NORMALIZED ANY HYPOT. CORRECT

LANGUAGE CORRECT

IMPROVEMENT DUE TO CORRELATION

SPEAKER CORRECT

IMPROVEMENT DUE TO CORRELATION

ACTIVITY CORRECT

IMPROVEMENT DUE TO CORRELATION

PLATFORM CORRECT

IMPROVEMENT DUE TO CORRELATION

LSP CORRECT

IMPROVEMENT DUE TO CORRELATION

CORRELATOR ROUTING
INDIRECT RELEVANCE

COMPLETELY CORRECT

PARTIALLY CORRECT

ACCURACY

EFFICIENCY
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APPENDIX G
FINAL RESULTS
SCENARIO GROUP (1,2,3)
v
0 R 3 $ & 5 o g &
T ~— S
2 2 = = 8 2 g g 2
> 5 3 g 5 5 > 5 g
~ H - = ~ ~ = ~ =
MERGE ALGORITHM
LANGUAGE IMPROVEMENT 28.76 28.65 27.76 29.14 27.80 28.96 28.61 27.37 20.41
SPEAKER IMPROVEMENT 36.05 36.77 36.35 36.61 35.59 36.20 36.48 35.34 36.69
ACTIVITY IMPROVEMENT 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
PLATFORM IMPROVEMENT 27.03 26.81 26.60 26.75 26.88 26.06 26.27 21.72 25.65
TOTAL 91.83 92.23 90.71 92.49 90.26 91.22 91.36 90.42 91.74
RANK 5.00 4,00 12.00 2.00 15.00 9.00 3.00 14.00 7.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 87.67 88.48 88.08 86.45 90.39 86.58 86.26 86.73 86.90
NORMAL. ANY HYP CORRECT 44.73 41.29 50.92 42.93 55.59 49.46 49.39 50.35 4228
LANGUAGE IMPROVEMENT 26.88 25.77 25.04 26.14 25.97 25.69 24.56 25.19 27.24
SPEAKER IMPROVEMENT 31.69 31.51 32.09 30.03 33.46 29.85 20.88 31.08 30.32
ACTIVITY IMPROVEMENT -2.54 -2.16 -2.01 -2.78 -1.68 -2.43 -2.83 -1.84 -2.51
PLATFORM IMPROVEMENT 24.12 23.41 23.27 22.85 24.24 22.12 22.47 24.38 22.77
LSP IMPROVEMENT 60.37 59.98 59.74 58.37 61.67 57.95 S7.52 58.90 58.45
ROUTING
COMPLETELY CORRECT G7.43 97.55 97.44 97.56 97.43 97.55 97.55 97.55 97.55
PARTIALLY CORRECT 97.04 97.19 97.05 97.20 97.04 97.19 97.19 97.19 97.19
ACCURACY 97.04 97.19 97.05 97.20 97.04 97.19 97.19 97.19 97.19
EFFICIENCY 88.42 89.80 89.31 89.52 89.94 89.32 89.59 88,41 88.53
TOTAL 652.86 650.01 637.98 645.48 671.07 650.48 649.16 655.14 645.91
RANK 5.00 9.00 2.00 13.00 1.00 7.00 10.00 .00 12.00
GRAND TOTAL 1298.67 1295.62 1292.93 1292.93 1302.88 1288.99 1288.67 1288.08 1288.11
RANK FOR GRAND TOTAL 2.00 3.00 4.00 4.00 1.00 6.00 7.00 9.00 8.00
TOTAL RANK 10.00 13.00 14.00 15.00 16.00 16.00 18.00 18.00 15.00
SCENARIO GROUP (4,5,6)
(=]
9 2 & £ 2 2 2 g 2
S - - -~ R - - A~
~ ~N ~— ~ -~ -~
5| 5| s | | 51 8| 8| 8| s
~ ~ = - - ~ = ~
MERGE ALGORITHM
LANGUAGE IMPROVEMENT 28.73 28.50 28.32 26.29 26.80 27.04 27.09 26.98 27.58
SPEAKER IMPROVEMENT 35.96 36.19 36.09 34.09 35.22 34.73 35.37 34.10 33.89
ACTIVITY IMPROVEMENT 5.68 5.68 5.68 5.68 5.68 5.68 5.68 S5.68 5.68
PLATFORM IMPROVEMENT 20.90 21.79 21.65 21.21 19.46 22.90 10.88 23.68 19.46
TOTAL 91.27 92.17 51.74 87.27 87.16 90.34 88.03 90.44 86.62
RANK 4,00 1.00 3.00 18.00 19.00 9.00 16.00 8.00 21.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 87.36 85.79 86.33 8G.88 86.12 83.69 85.48 79.82 84.30
NORMAL. ANY HYP CORRECT 36.35 35.00 35.25 48.43 43.90 35.66 39.20 36.90 40.09
LANGUAGE IMPROVEMENT 26.06 25.89 25.18 23.80 24.48 23.23 24.84 24,03 25.83
SPEAKER IMPROVEMENT 20.88 29.08 27.79 33.41 30.14 26.46 28.26 21.78 27.12
ACTIVITY IMPROVEMENT 12.47 9.63 12.16 14.13 12.63 9.00 10.70 3.61 Q.08
PLATFORM IMPROVEMENT 24.36 21.78 23.73 24.94 23.21% 22.48 22.42 20.38 19.90
LSP IMPROVEMENT 59.34 56.19 56.93 60.55 57.02 54.48 55.52 40.44 53.69
ROUTING
COMPLETELY CORRECT 99.58 99.26 99.34 98.63 98.87 99.19 99.19 99.20 99.10
PARTIALLY CORRECT 99,53 99,16 99.26 98.45 98.72 99.09 99.09 99.10 98.99
ACCURACY 99,53 G99.16 99.26 98.45 98.72 99.09 99.09 99,10 98.99
EFFICIENCY 53.40 S55.11 48.00 80.95 70.25 50.20 46.53 54.67 65.09
TOTAL 627.85 616.05 613.23 671.62 644.04 602.55 610.31 588.02 621.87
RANK 7.00 10.00 11.00 1.00 2.00 16.00 13.00 21.00 9.00
GRAND TOTAL 1266.71 1261.21 1255.39 1282.58 1254.19 1234.96 1226.80 1221.10 1228.19
RANK FOR GRAND TOTAL 2.00 3.00 4,00 1.00 5.00 6.00 9.00 10.00 7.00
TOTAL RANK 11.00 11.00 14.00 19.00 21.00 25.00 29.00 29.00 30.00




82

S8CENARIO GROUP (1,2,3)

8 v v
o ° 9 o o 5 & & ° o
g g 5 3 > g g g q g
= S g & g 3 5 = g 2
g g g 3 3 g & g 8 3
MERGE ALGORITHM
LANGUAGE IMPROVEMENT 28.07 27.39 28.14 28.98 27.69 28.44 27.94 26.46 29.21 26.08
SPEAKER IMPROVEMENT 36.40 37.91 36.23 38.10 35.60 35.86 36.84 35.69 37.72 36.18
ACTIVITY IMPROVEMENT 0.00 0.00 0.00 0.00 0.00 0.00 Q.00 Q.00 0.00 0.00
PLATFORM IMPROVEMENT 27.33 25.47 24.94 25.34 26.09 25.09 25.69 27.77 26.27 26.53
TOTAL 91.20 90.77 89.31 92.41 29.37 89.39 90.47 39,91 93.20 88.77
RANK 6.00 11.00 21.00 3.00 20.00 19.00 13.00 16.00 1.00 23.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 88.28 87.78 88.11 87.63 86.96 87.62 85.69 82.85 84.45 84.11
NORMAL. ANY HYP CORRECT] 37.75 42.51 53,71 34.75 52.20 45.27 46.77 50.78 33.59 853.72
LANGUAGE IMPROVEMENT 25.70 24.79 25.36 26.16 23.96 26.89 24,18 23.09 24.89 21.37
SPEAKER IMPROVEMENT 31.00 31.67 32.47 32.14 30.84 31.04 30.01 28.23 27.76 28.86
ACTIVITY IMPROVEMENT -1.78 -2.04 -1.79 ~1.44 -2.76 -2.69 -3.25 -3.03 -1.88 —4.37
PLATFORM IMPROVEMENT 22.79 21.90 21.63 20.56 22.05 22.94 20.97 23.01 21.14 21.59
LSP IMPROVEMENT 58.04 58.12 .11 59.27 57.74 58.71 57.19 54.86 56.48 55.29
ROUTING
COMPLETELY CORRECT 97.56 97.56 97.43 97.60 Q97.56 Q7.43 97.43 97.55 97.81 97.56
PARTIALLY CORRECT 97.20 97.20 97.04 97.25 97.20 97.04 97.04 97.19 97.48 97.20
ACCURACY 97.20 97.20 97.04 Q7.25 97.20 97.04 Q7.04 97.19 97.48 97.20
EFFICIENCY 89.21 89.42 87.15 83.77 89.56 88.83 88.13 87.51 81.33 88.97
TOTAL! 643.84 646.12 657.26 636.92 652.51 650.12 641.91 639.21 620.83 641.49
RANK 14.00 11.00 3.00 23.00 6.00 8.00 17.00 20.00 37.00 16.00
GRAND TOTAL 1286.42 1281.54 1282.43 1283.80 1278.12 1275%.87 1274.53 1268.62 1272.91 1262.85
RANK FOR GRAND TOTAL 10.00 13.00 12.00 11.00 14,00 15.00 16.00 18.00 17.00 19.00
TOTAL RANK 20.00 22.00 24.00 26.00 26.00 27.00 30.00 36.00 38.00 39.00
BCENARIO GROUP (4,5,6)
o 3
& 5 g o g 8 3 " 2 2
g 8 S S 5 = = & 8 3
z 2 g £ S 8 3 2 z g
3 5 5 3 3 S g 5 3 S
- ~ o~ = - - - ~ - =
MERGE ALGORITHM
LANGUAGE IMPROVEMENT 26.46 26.17 27.97 26.59 28.37 27.16 “28.54 28.27 27.77 27.76
SPEAKER IMPROVEMENT 36.23 34.96 35.77 36.52 37.72 35.04 34.35 36.13 34 41 37.03
ACTIVITY IMPROVEMENT S5.68 5.68 5.68 0.00 5.68 5.68 5.68 5.68 5.68 568
PLATFORM IMPROVEMENT 19.68 19.30 14.40 20.27 20.12 21.35 22.25 19.91 17.63 20.14
TOTAL 88.04 36.11 83.82 83.39 91.90 389.23 90.83 89.99 85.49 90.61
RANK 15.00 23.00 28.00 31.00 2.00 12.00 5.00 10.00 25.00 7.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 83.10 86.79 8G.02 85.85 72.44 82.59 78.04 75.13 81,76 73.13
NORMAL. ANY HYP CORRECT] 38.13 44.03 36.68 33.40 36.98 30.86 290.90 34.67 35.71 33.14
LANGUAGE IMPROVEMENT 23.83 23.56 26.60 25.05 235.22 23.87 25.62 25.16 24.78 24.28
SPEAKER IMPROVEMENT 24.94 28.86 30.67 27.87 15.30 24.76 20.61 17.90 24.14 15.78
ACTIVITY IMPROVEMERT 10.16 11.40 13.26 12.16 -1.91 7.50 5.30 -0.03 Q.43 -1.68
PLATFORM IMPROVEMENT 21.92 22.54 20.85 25.30 21.34 20.52 2077 20.93 19.54 21.83
LSP IMPROVEMENT 53.45 56.41 58.64 56.13 43.10 51.61 48.82 45.39 51.80 42,93
ROUTING
COMPLETELY CORRECT 99.72 98.52 99.50 $99.95 99.28 99.29 99.26 99.25 95.19 99.27
PARTIALLY CORRECT 99.68 98.33 09.44 59.95 95.19 935.20 99.16 89.15 99.09 99,18
ACCURACY 99.68 98.33 99.44 93.95 99.19 99.20 99.16 99.15 99.09 99.18
EFFICIENCY 50.10 55.14 56.65 64.15 43.48 33.66 29.83 43.18 51.57 38.45
TOTAL 604,71 623.91 630.74 629.75% 553.61 573.36 556.47 5%9.87 896.08 545,18
RANK 15.00 8.00 4.00 6.00 35.00 26.00 34.00 31.00 17.00 37.00
GRAND TOTAL 1221.03 1226.70 1217.48 1213.46 1196.89 1197.98 1192.28 1189.79 1194.84 1179.46
RANK FOR GRAND TOTAL 11.00 8.00 12.00 13.00 15.00 14.00 17.00 18.00 16.00 23.00
TOTAL RANK 30.00 31.00 32.00 37.00 37.00 38.00 39.00 41.00 42.00 44.00
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MERGE ALGORITHM
LANGUAGE IMPROVEMENT 26.54 27.33 27.99 28.46 28.45 29,04 27.62 27.69 27.87 29.03
SPEAKER IMPROVEMENT 34.82 36.84 36.13 35.48 35.88 32.31 33.40 35.88 34.76 32.11
ACTIVITY IMPROVEMENT 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
PLATFORM IMPROVEMENT 28.34 25.33 26.67 22.90 24.75 23.65 2481 23.80 23.40 21.95
TOTAL 39.70 $9.50 90.78 86.85 89.09 85.00 85.82 87.37 86.03 83.09
RANK 17.00 18.00 10.00 28.00 22.00 35.00 33.00 27.00 32.00 43.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 82.36 84.16 83.56 84.30 84.76 83.91 84.16 83.23 84.79 83.78
NORMAL. ANY HYP CORRECT| 51.83 40.79 35.32 43.93 36.02 55.63 52.83 46.45 46.70 57.99
LANGUAGE IMPROVEMENT 22,44 25.75 24.93 26.40 26.33 24.32 23.32 23.76 24.45 24.61
SPEAKER IMPROVEMENT 27.61 28.70 28.30 29.16 29.57 27.17 27.78 28.44 29.71 27.12
ACTIVITY IMPROVEMENT -3.89 -3.19 -3.96 -3.32 -3.07 -4.51 —4.56 -3.60 -3.52 -3.99
PLATFORM IMPROVEMENT 23.62 22.27 20.84 19.99 21.89 18.61 20.27 19.31 18.91 17.50
LSP IMPROVEMENT 54.37 55.46 55.47 55.23 56.50 55.14 55.57 54.11 55.09 54.77
ROUTING
COMPLETELY CORRECT 95.75 97 .44 97.57 97.42 - 98.20 97.55 97.68 97.43 97.68 97.54
PARTIALLY CORRECT 95.11 97.05 97.21 97.03 97.93 97.19 97.33 97.04 97.33 97.18
ACCURACY 95.11 97.05 97.21 97.03 97.93 97.19 97.33 97.04 97.33 97.18
EFFICIENCY 88.33 86.98 82.81 86.93 83.15 87.89 86.57 87.32 84.67 88.57
TOTAL| 632.64 632.45 619.26 634.10 629.21 640.09 638.27 630.53 633.15 642.26
RANXK 27.00 29.00 38.00 24.00 31.00 18.00 21.00 30.00 26.00 15.00
GRAND TOTAL 1260.52 | 1258.99 | 1254.72 | 1242.03 | 1252.83 | 1235.07 | 1239.02 | 1242.12 | 1235.37 | 1223.86
RANK FOR GRAND TOTAL 20.00 21.00 22.00 26.00 23.00 30.00 27.00 25.00 29.00 31.00
TOTAL RANK 44.00 47.00 48.00 $2.00 53.00 53.00 54.00 57.00 58.00 58.00
8CENARIO GROUP (4,5,6)
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MERGE ALGORITHM )
LANGUAGE IMPROVEMENT 25.83 26.71 26.63 25.83 27.35 25.69 27.61 27.19 28.13 28.30
SPEAKER IMPROVEMENT 31.59 35.75 36.73 36.23 34.93 34.09 34.43 33.82 36.01 34.31
ACTIVITY IMPROVEMENT 5.68 0.00 5.68 5.68 5.68 5.68 0.00 0.00 5.68 0.00
PLATFORM IMPROVEMENT 16.47 14.87 18.07 17.67 22.76 16.20 21.68 21.58 18.73 17.45
TOTAL 79.57 77.34 87.12 85.41 90.72 81.66 83.73 82.59 88.55 80.06
RANK 40.00 43.00 20.00 26.00 6.00 37.00 29.00 33.00 13.00 39.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 84.66 88.80 73.21 78.18 72.07 82.59 85.11 84.55 65.56 83.57
NORMAL. ANY HYP CORRECT| 44.06 36.56 45.55 40.55 31.74 40.48 26.03 29.61 36.08 31.04
LANGUAGE IMPROVEMENT 24.11 25.20 18.80 21.47 22.90 20.85 23.80 25.16 20.50 26.65
SPEAKER IMPROVEMENT 25.60 30.81 15.93 20.14 13.86 24.34 27.32 26,62 7.56 26.48
ACTIVITY IMPROVEMENT 10.35 13.59 -0.56 6.10 -2.67 10.41 11,99 10.78 -7.28 10.62
PLATFORM IMPROVEMENT 21.00 2221 16.72 16.34 21.68 19.65 23.28 22.70 14.52 21.30
LSP IMPROVEMENT 53.29 57.02 42.09 47.14 42.06 S1.77 55.43 54.16 36.03 53.27
ROUTING
COMPLETELY CORRECT 99.03 99.84 98.59 98.82 95.30 $9.02 99.99 99.99 99,11 99.90
PARTIALLY CORRECT 98.91 59.82 98.41 98.67 99.21 98.90 99.99 99.99 99.00 99.89
ACCURACY 98.91 99.82 G8.41 98.67 99.21 98.90 99.99 99.99 93.00 99.89
EFFICIENCY 70.35 59.94 62.97 58.95 34.01 64.68 30.32 39.00 51.60 36.84
TOTAL| 630.27 633.61 569.82 585.01 533.36 611.61 8383.25 592.58 521.68 589.458
RANK 5.00 3.00 27.00 22.00 42.00 12.00 23.00 18.00 44.00 20.00
GRAND TOTAL 1187.24 | 1174.97 | 1179.63 | 1182.88 | 1168.36 | 1183.23 | 1169.34 | 1170.69 | 1141.51 | 1149.84
RANK FOR GRAND TOTAL 19.00 24.00 22.00 21.00 27.00 20.00 26.00 25.00 30.00 28.00
TOTAL RANK 45.00 46.00 47.00 48.00 48.00 459.00 52.00 53.00 57.00 89.00
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MERGE ALGORITHM
LANGUAGE IMPROVEMENT 28.44 26.68 27.51 28.23 28,54 25.83 26.69 27.63 27.46 26.55
SPEAKER IMPROVEMENT 35.18 36.83 31.42 33.32 32.82 32.12 32.77 33.15 35.91 20.24
ACTIVITY IMPROVEMENT 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
PLATFORM IMPROVEMENT 2275 24.55 24.41 22.86 23.65 23.16 27.09 23.36 23.05 27.12
TOTAL 86.36 88.08 83.34 84.41 85.01 81.11 86.558 34.14 86.43 82.91
RANK 31.00 26.00 42.00 36.00 34.00 50.00 29.00 37.00 30.00 45.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 85.15 85.28 82.62 81.41 81.93 84,16 77.42 79.88 80.05 82.49
NORMAL. ANY HYP CORRECT]| 40.75 36.39 56.97 56.65 48.69 55.80 45 37 50,32 36.55 50.39
LANGUAGE IMPROVEMENT 26.07 24.75 22.46 22.16 24.57 22.44 22.13 22.56 24 85 23.30
SPEAKER IMPROVEMENT 29.87 30.07 25.98 25.39 25.71 29.33 21.76 23.52 26.02 26.44
ACTIVITY IMPROVEMENT -3.33 -3.05 -4,45 -5.99 -6.50 -3.15 -4.93 -4.10 -6.62 -3.09
PLATFORM IMPROVEMENT 19.53 21.02 19.36 16.658 19.80 19.04 21.36 18.04 18.99 22.42
LSP IMPROVEMENT 55.81 55.35 53.75 52.78 52.83 54.25 48.30 50.43 50.80 53.90
ROUTING
COMPLETELY CORRECT 97.68 97.58 97.54 97.55 97.55 97.43 96.01 Q7 .44 97.68 95.62
PARTIALLY CORRECT 97.33 97.22 97.18 97.19 97.19 97.04 95.41 97.05 97.33 94,96
ACCURACY 97.33 Q7.22 97.18 97.19 97.19 97.04 95,41 97.05 97.33 94.06
EFFICIENCY 86.31 84.73 89.09 86.54 85.67 86.27 87.36 86.04 82.05 86.22
TOTAL| 632.48 626.55% 637.68 627.74 624.63 639.658 607.60 €19.12 606.03 627.60
RANK 28.00 34.00 22.00 32.00 35.00 19.00 45.00 39.00 48.00 33.00
GRAND TOTAL 1237.02 1242.92 1221.07 1218.59 1219.69 1207.40 1213.44 1208.14 1210.01 1207.96
RANK FOR GRAND TOTAL 28.00 24.00 32.00 34.00 33.00 39.00 35.00 37.00 36.00 38.00
TOTAL RANK 59.00 60.00 64.00 68.00 69,00 69.00 74.00 76.00 “78.00 78.00
S8CENARIO GROUP (4,5,6)
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MERGE ALGORITHM
LANGUAGE IMPROVEMENT 27.28 25.74 26.57 27.31 28.64 27.06 26.54 25.59 26.67 26.12
SPEAKER IMPROVEMENT 35.10 34.39 35.37 32.26 335.74 33.61 35.00 33.69 32.29 31.52
ACTIVITY IMPROVEMENT 5.68 0.00 5.68 5.68 0.00 5.68 5.68 5.68 5.68 5.68
PLATFORM IMPROVEMENT 11.09 15.22 19.68 16.56 19.83 23.28 15.38 15.32 11.08 20.12
TOTAL 79.14 7%5.35% 87.29 81.80 84.21 89.63 82.60 80.28 T8.72 83.44
RANK 41.00 47,00 17.00 36.00 27.00 11.00 34.00 38.00 45.00 30.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 78.71 84.21 70.33 72.41 69.74 64.58 73.32 74.45 76.35 66.73
NORMAL. ANY HYP CORRECT] 39.08 35.21 32.00 42.20 33.83 27.04 42.82 34 .54 40.60 32.87
LANGUAGE IMPROVEMENT 23.18 24.37 22.38 22.60 24.73 22,10 22,73 22.32 24 97 22.09
SPEAKER IMPROVEMENT 21.12 26.49 14.46 14.96 12.78 7.24 16,19 17.1% 18.83 12.77
ACTIVITY IMPROVEMENT 8.81 10.15 -5.09 -1.85 -5.73 -0.90 ~-0.59 6.41 7.86 0.04
PLATFORM IMPROVEMENT 16.84 22.36 12.88 1871 21.15 16.69 19.97 17.16 16.10 16.53
LSP IMPROVEMENT 48.33 53.77 39.07 43.31 41.11 33.32 43.19 44,02 45.92 40.12
ROUTING
COMPLETELY CORRECT 99.07 99.56 99.11 98.76 G9.98 99.29 98.46 098 .80 98.67 98.88
PARTIALLY CORRECT 98.95 99.51 99.00 98.60 998.98 99.20 98.26 08 .64 98.50 98.73
ACCURACY 98.95 99.51 93.00 88.60 99.98 93,20 98.26 08.64 98.50 98.73
EFFICIENCY 56.42 49,72 35.12 57.99 45.41 23.35 46.48 51.56 55.29 45.48
TOTAL 589.46 604.84 518.25 566.58 542.64 482.10 5%59.10 563.70 581.58 535%5.96
RANK 19.00 14.00 45.00 28.00 38.00 55.00 33.00 30.00 24,00 41.00
GRAND TOTAL 1143.44 1132.29 1129.29 1139.21 1132.10 1109.581 1137.27 1128.6% 1111.59 1120.04
RANK FOR GRAND TOTAL 29.00 33.00 35.00 31.00 34.00 41.00 32.00 36.00 40.00 37.00
TOTAL RANK 60.00 61.00 62.00 64.00 65.00 66.00 67.00 68.00 70.00 71.00
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SCENARIO GROUP (1,2,3)
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MERGE ALGORITHM
LANGUAGE IMPROVEMENT 27.18 26.20 28.10 27.28 28.42 27.04 27.44 28.16 27.56 26.36
SPEAKER IMPROVEMENT 34.24 31.38 35.96 35.85 32.68 30.91 32.00 34,94 30.95 20.29
ACTIVITY IMPROVEMENT -0.13 0.00 -0.13 -0.13 0.13 0.00 0.00 -0.13 0.00 0.00
PLATFORM IMPROVEMENT 22.43 22.20 24,45 25.63 22.42 22,78 21.97 20.79 21.88 23.42
TOTAL 83.71 79.78 88.38 88.63 83.39 30.72 81.41 83.78 80.38 79.07
RANK 39.00 35.00 2%.00 24.00 41.00 51.00 49,00 38.00 53.00 56.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 81.76 81.67 75.81 79.03 78.04 80.17 80.31 79.63 79.36 78.46
NORMAL. ANY HYP CORRECT] 44.33 57.91 30.01 25.70 41,65 49,50 48.30 37.43 49,40 54.25
LANGUAGE IMPROVEMENT 24.06 22.17 26.31 25.73 25.72 23.22 23.77 26.03 23.92 21.18
SPEAKER IMPROVEMENT 26.13 26.89 23.55 24.31 22.39 24.08 23.44 25.92 23.20 21.35
ACTIVITY IMPROVEMENT -6.72 -3.88 ~10.12 -7.48 -8.02 -5.38 -5.47 -8.80 -6.75 -5.00
PLATFORM IMPROVEMENT 18.62 17.49 18.78 20.92 19.40 19.72 18.83 17.36 17.63 17.85
LSP IMPROVEMENT 52.09 52.37 48.26 50.11 49.05 50.92 50.19 50.35 49,56 48.60
ROUTING
COMPLETELY CORRECT 97.54 97.85 58.06 98.19 98.12 97.44 97.67 97.68 97.55 97.43
PARTIALLY CORRECT 97.18 97.19 97.77 97.92 97.84 97.05 97.32 97.33 97.19 97.04
ACCURACY 97.18 97.19 97.77 97.92 97.84 97.05 97.32 97.33 97.19 97.04
EFFICIENCY 84.68 87.19 68.45 59.45 84.05 87.47 87.25 77.18 86.56 87.08
TOTAL| 616.85 633.73 %574.65 571.81 606.08 621.24 618.95 597.44 618.21 615.28
RANK 41.00 25.00 58.00 60.00 46.00 36.00 40.00 53.00 43.00 42.00
GRAND TOTAL 1202.84 1192.22 1193.30 1192.20 1189.81 1186.26 1188.82 1183.70 1177.89 1168.78
RANK FOR GRAND TOTAL 40.00 42.00 41.00 43.00 44.00 46.00 45.00 47,00 48.00 49.00
TOTAL RANK 80.00 80.00 83.00 84.00 87.00 87.00 89.00 91.00 96.00 98.00
SCENARIO GROUP (4,5,6)
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MERGE ALGORITHM
LANGUAGE IMPROVEMENT 27.22 27.18 28.35 25.77 26.10 27.30 27.37 25.71 24,18 26.12
SPEAKER IMPROVEMENT 33.31 33.72 33.43 36.18 33.89 33.15 33.24 27.08 30.80 35.05
ACTIVITY IMPROVEMENT 5.68 5.68 5.68 0.00 5.68 5.68 5.68 5.68 5.68 5.68
PLATFORM IMPROVEMENT 20.15 16.13 15.76 9.41 11.48 22.06 19.70 3.20 201 10.93
TOTAL 86.35 82.71 83.22 71.36 T7.18 88.19 85.99 61.68 62.67 T7.78
RANK 22.00 33.00 32.00 50.00 44.00 14.00 24.00 61.00 60.00 42.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 67.21 65.20 66.12 78.62 71.28 33.82 51.58 76.12 72.38 59.88
NORMAL. ANY HYP CORRECT] 33.07 39.85 35.96 32.80 42.63 29.28 27.03 35.81 37.50 37.11
LANGUAGE IMPROVEMENT 22.34 18.45 23.10 24.65 21.86 13.49 18.59 22.34 23.05 16.14
SPEAKER IMPROVEMENT 10.44 7.20 10.04 21.58 15.01 -20.72 -4.39 18.78 15.71 2.53
ACTIVITY IMPROVEMENT -6.57 -4.47 -5.72 7.53 -1.44 -39.05 -21.35 6.59 9.33 -7.48
PLATFORM IMPROVEMENT 11.40 15.47 14.58 19.89 16.05 3.78 6.42 14.79 14.09 7.54
LSP IMPROVEMENT 36.40 35.74 37.06 49.26 40.62 3.41 21.83 44 .83 39.79 28.70
ROUTING
COMPLETELY CORRECT 98.93 58,91 98.86 99.24 98.26 99.16 995.02 98.34 98.14 98.63
PARTIALLY CORRECT 98.80 98.77 58,71 99.14 98.03 99.05 98.90 98.12 97.90 98.45
ACCURACY 98.80 98.77 98.71 99.14 98.03 99.05 98.90 98.12 97.90 98.45
EFFICIENCY 42.07 63.23 47 .68 45.75 52.43 26.28 28.02 51.88 53.48 54.53
TOTAL| 512.89 %37.12 525.09 577.59 552.77 347.56 424,26 565,71 559.26 494.43
RANK 49.00 40.00 43.00 25.00 36.00 66.00 62.00 29.00 32.00 52.00
GRAND TOTAL 1117.37 1116.06 1107.60 1077.10 1092.78 964.89 1026.22 997.48 997,94 1038.96
RANK FOR GRAND TOTAL 38.00 39.00 42,00 44,00 43.00 55.00 46.00 51.00 50.00 45.00
TOTAL RANK 71.00 73.00 7%.00 75.00 30.00 30.00 86.00 90,00 92.00 94.00
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SCEXARIO GROUP (1,2,3)
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MERGE ALGORITHM
LANGUAGE IMPROVEMENT 27.24 25.98 26.57 28.53 26.61 26.68 27.32 25.93 28.28 26.69
SPEAKER IMPROVEMENT 33.68 29.30 20.72 33.15 28.09 30.44 34.05 28.37 32.72 27.65
ACTIVITY IMPROVEMENT -0.13 0.00 0.00 -0.13 0.00 -0.13 -0.13 0.00 -0.13 0.00
PLATFORM IMPROVEMENT 21.61 26.62 23.84 21.44 21.87 20.64 22.40 22.32 21.36 23.71
TOTAL 82.39 81.90 80.13 83.00 76.58 77.64 83.64 76.62 82.23 78.04
RANK 46.00 48.00 $4.00 44.00 61.00 59.00 40.00 60.00 47.00 37.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 81.24 73.75 74.73 75.64 79.13 78.44 S0.07 78.10 72.92 71.61
NORMAL. ANY HYP CORRECT} 30.29 46.46 51.78 28.83 S1.51 44.83 21.88 $4.35 28.09 47.34
LANGUAGE IMPROVEMENT 26.17 21.11 21.70 26.86 22.53 23.24 23.44 20.07 25.95 22.55
SPEAKER IMPROVEMENT 26.74 17.18 18.54 2191 2297 21.53 -1.05 22.39 19.11 15.66
ACTIVITY IMPROVEMENT -7.83 -3.16 -4.51 -12.35 -3.97 -7.03 -35.02 -6.50 -14.25 .32
PLATFORM IMPROVEMENT 19.53 20.24 18.20 17.96 17.18 17.03 14.18 15.04 17.19 18.49
LSP IMPROVEMENT 52.03 44.09 46.15 46.70 49.82 47.55 21.94 48.45 43.17 42.11
ROUTING
COMPLETELY CORRECT 97.68 95.75 97.20 97.95 95.62 98.07 98.58 95.78 97.96 95.62
PARTIALLY CORRECT 97.33 95.11 96.77 97.64 94.96 97.78 98.37 95.11 97.65 94.96
ACCURACY 97.33 95.11 96.77 97.64 94.96 97.78 98.87 95.11 97.65 54.96
EFFICIENCY 70.71 85.79 86.43 70.89 86.83 86.14 42.46 86.80 68.11 86.60
TOTAL| 591.21 589.43 603.76 569.66 611.52 605.35% 433.22 604.63 553.558 585.58
RANK 34.00 55.00 50.00 61.00 44.00 47.00 66.00 49.00 658.00 56.00
GRAND TOTAL 1167.93 | 1162.74 | 1164.64 | 1150.64 | 1147.55 | 1148.81 1018.71 | 1141.01 | 1129.17 | 1131.89
RANK FOR GRAND TOTAL 50.00 52.00 51.00 53.00 55.00 54.00 66.00 36.00 60.00 59.00
TOTAL RANK 100.00 103.00 104.00 105.00 108.00 106.00 106.00 10%9.00 112.00 113.00
BCENARIO GROUP (4,5,6)
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MERGE ALGORITHM
LANGUAGE IMPROVEMENT 27.19 26.83 26.60 27.38 26.45 27.33 26.89 27.23 27.64 28.24
SPEAKER IMPROVEMENT 31.05 34.16 36.34 25.87 32.54 28.23 29.88 34.53 27.35 35.12
ACTIVITY IMPROVEMENT 5.68 5.68 0.00 S5.68 0.00 5.68 S5.68 -16.04 S.68 -16.04
PLATFORM IMPROVEMENT 9.08 3.07 10.56 7.84 -2.67 15.80 S.05 21.3% 3.48 20.85
TOTAL 73.00 65.74 73.50 66.77 56.31 77.04 67.30 67.11 64.18 £9.17
RANK 43.00 51.00 48.00 56.00 65.00 45.00 54.00 ¥5.00 57.00 52.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 64.32 65.15 63.72 66.45 72.04 54.37 60.61 58.46 56.42 S1.11
NORMAL. ANY HYP CORRECI] 37.17 37.38 32.54 32.84 29.98 48.14 28.91 33.01 30.49 32.16
LANGUAGE IMPROVEMENT 23.93 21.34 23.09 24.20 25.87 -8.28 26.10 18.60 23.51 17.12
SPEAKER IMPROVEMENT 7.71 6.70 6.63 8.77 13.54 -3.61 2.38 2.37 -1.58 -4.91
ACTIVITY IMPROVEMENT -5.41 -5.54 -7.17 -5.35 6.80 -18.73 0.84 -18.06 -5.86 -21.86
PLATFORM IMPROVEMENT 12.58 9.95 17.35 15.54 14.73 -12.05 11.26 11.05 13.75 4.53
LSP IMPROVEMENT 33.53 34.35 34.15 35.73 41.36 24.15 30.33 28.81 26.18 21.43
ROUTING
COMPLETELY CORRECT 98.65 98.07 99.43 98.88 98.79 98.31 58.57 95.20 98.68 99.12
PARTIALLY CORRECT 98.47 97.82 99.36 98.73 98.63 $8.10 98.38 95.10 98.51 99.01
ACCURACY 98.47 97.82 99.36 98.73 98.63 98.10 98.38 89.10 © 98.51 99.01
EFFICIENCY 44.42 52.47 40.03 40.31 37.95 77.61 36.71 33.72 33.22 33.90
TOTAL| 513.86 515.51 508.54 514.83 538.33 456.11 492.47 465,38 471.83 430.62
RANK 48.00 46.00 51.00 47.00 39.00 60.00 53.00 58.00 86.00 61.00
GRAND TOTAL 1024.86 | 1003.70 | 1023.04 $82.20 932.50 995.40 964.98 935.11 920.87 914.77
RANK FOR GRAND TOTAL 47.00 49.00 48.00 53.00 57.00 52.00 54.00 56.00 58.00 59.00
TOTAL RANK 97.00 97.00 99.00 103.00 104.00 105.00 107.00 113.00 113.00 113.00




SCENARIO GROUP (1,2,3)
8 " 8 o g 8 9
- ~ - I -~ - -~
3 S g 5 3 @ g
g 2 2 g < g <
2 g 3 2 g ) g
MERGE ALGORITHM
LANGUAGE IMPROVEMENT 28.77 25.72 26.10 26.66 27.42 26.39 27.23
SPEAKER IMPROVEMENT 30.87 28.30 25.73 30.26 26.78 27.54 27.77
ACTIVITY IMPROVEMENT -0.13 Q.00 0,13 -0.13 0.13 0.00 0.00
PLATFORM IMPROVEMENT 21.05 22.43 21.19 21.05 22.19 21.69 21.46
TOTAL 80.856 76.48 72.89 77.88 76.26 75.61 76.46
RANK $52.00 63.00 66.00 58.00 64.00 65.00 62.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 75.76 75.92 77.09 75.09 73.38 71.80 70.36
NORMAL. ANY HYP CORRECTI 27.15 46.32 47.37 30.09 62.20 45.20 47.42
LANGUAGE IMPROVEMENT 27.83 21.65 22.89 25.06 12.40 21.89 19.95
SPEAKER IMPROVEMENT 20.24 20.65 19.72 17.81 15.62 15.39 13.35
ACTIVITY IMPROVEMENT -12.22 -6.65 -6.40 -13.31 -15.49 -9.41 -7.93
PLATFORM IMPROVEMENT 19.10 17.81 16.98 19.50 6.60 15.66 12.59
LSP IMPROVEMENT 46.66 46.61 47.03 45.01 44.05 [ 41.74 40.62
ROUTING
COMPLETELY CORRECT 98.07 97.50 97.30 98,25 97.3% 95.62 95.60
PARTIALLY CORRECT 97.78 97.13 06.89 97.98 97.00 94.56 94,94
ACCURACY 97.78 97.13 96.89 97.98 97.00 94.96 094.94
EFFICIENCY 70.60 86.36 86.75 75.07 85.76 85.05 85.80
TOTAL| 5%68.75 600.44 602.82 568.52 575.90 |[P572.87 B67.64
RANK 62.00 52.00 51.00 63.00 57.00 59.00 64.00
GRANXD TOTAL 1132.68 1135.60 1112.73 1113.45 1109.69 1102.17 1102.86
RANK FOR GRAND TOTAL 58.00 57.00 62.00 61.00 63.00 £5.00 64.00
TOTAL RANK 114.00 115.00 117.00 121.00 121.00 124.00 126.00
SCENARIO GROUP (4,5,6)
3 o 2 g g v v
~ -~ ~ — -~ ~ ™~
8 g 8 g g 2 g
v v v w w S "
(s} ™~ N [a] N 8 N
MERGE ALGORITHM
LANGUAGE IMPROVEMENT 25.20 27.02 26.31 28.47 24.79 26.29 26.47
SPEAKER IMPROVEMENT 26.89 32.11 28.00 25.16 24.86 33.00 30.93
ACTIVITY IMPROVEMENT 5.68 Q.00 5.68 5.68 5.68 -16.04 -16.04
PLATFORM IMPROVEMENT 3.04 -4.21 2.89 9.04 4.38 20.64 17.00
TOTAL 60.80 54.93 62.88 68.38 59.71 63.89 58.38
RANK 62.00 66.00 59.00 53.00 63.00 58.00 64.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 60.25 71.70 56.38 45.44 58.93 49,05 50.60
NORMAL. ANY HYP CORRECT] 31.01 27.48 30.17 40.06 28.90 30.50 33.41
LANGUAGE IMPROVEMENT 20.34 25.24 24.24 2.85 21.63 17.64 1.37
SPEAKER IMPROVEMENT 3.13 13.61 -1.40 -12.10 0.28 -7.99 -6.41
ACTIVITY IMPROVEMENT -5.10 1.53 -7.63 -21.36 -3.02 -21.65 -20.19
PLATFORM IMPROVEMENT 11.61 5.81 10.05 -1.72 6.44 3.07 1.42
LSP IMPROVEMENT 29.30 40.87 25,38 15.73 27.19 17.79 19.78
ROUTING
COMPLETELY CORRECT G8.04 98.83 97.59 98.30 98.63 $99.02 99.02
PARTIALLY CORRECT 97.79 08.68 97.28 68.08 98.45 98.90 98.90
ACCURACY 97.79 98.68 97.28 98.08 98.45 98.90 98.90
EFFICIENCY 43.83 30,31 3326 44,46 34.88 30.27 41.84
TOTAL| 488.00 512.74 462.60 407.82 470.77 421,51 418.63
RANK 54.00 50.00 59.00 65.00 57.00 63.00 64.00
GRAND TOTAL 913.63 897.18 902.78 $86.29 888.76 868.75 827.09
RANK FOR GRAND TOTAL 60.00 62.00 61.00 64.00 63.00 65.00 66.00
TOTAL RANK 116.00 116.00 118.00 118.00 120.00 121.00 128.00
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S8CEMARIO GROUP {7,8,9)
(=) 1w
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MERGE ALGORITHM
LANGUAGE IMPROVEMENT 27.18 28.03 26.89 27.45 25.29 27.02 27.16 27.61 26.77
SPEAKER IMPROVEMENT 36.36 35.07 32.57 35.30 34.84 36.08 33.55 32.70 33.51
ACTIVITY IMPROVEMENT 0.00 -1.47 0.00 0.00 0.00 ~0.49 0.00 -0.49 -1.47
PLATFORM IMPROVEMENT 26.24 26.42 25.86 27.19 26.51 26.47 26.10 24.34 25.47
TOTAL 39.78 88.08 85.32 89.94 86.64 §9.08 36.8% 84.158 84.27
RANK 3.00 5.00 12.00 1.00 10.00 4.00 9.00 17.00 16.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 66.56 62.19 70.01 62.33 63.95 63.46 61.87 66.04 62.60
NORMAL. ANY HYP CORRECT 31.24 35.45 34.07 28.48 32.81 32.64 29.86 32.09 34.89
LANGUAGE IMPROVEMENT 22.89 24.56 23.96 20.92 20.90 21.86 21.44 23.77 22.36
SPEAKER IMPROVEMENT 29.12 24.67 30.37 21.77 25.34 21.87 22.81 26.28 24.19
ACTIVITY IMPROVEMENT -3.69 ~6.40 -2.47 -5.60 -3.97 -7.49 -4.89 -4,54 -4.94
PLATFORM IMPROVEMENT 22.54 22,51 23.77 21.34 22.17 21.74 21.28 21.35 22.54
LSP IMPROVEMENT 55.08 52.03 57.17 48.64 51.48 49.47 49.58 52.84 50.43
ROUTING
COMPLETELY CORRECT 99.94 96.36 98.39 99.99 99.84 96.79 99.95 96.01 96.81
PARTIALLY CORRECT 99.93 95.77 98.14 99,99 93.82 56.27 99.94 95.36 $6.30
ACCURACY 99.93 95.77 98.14 99.99 99.82 96.27 99.94 95.36 $6.30
EFFICIENCY 64.19 64.10 64.05 61.72 ©4.28 63.30 63.07 63.63 64.32
TOTAL 587.72 8567.02 595.60 559.55 576.43 $56.20 564.85 568.19 565.79
RANK 2.00 6.00 1.00 12.00 4.00 13.00 3.00 5.00 7.00
GRAND TOTAL 1216.16 1183.40 1192.81 1189.11 1182.93 1179.76 1172.53 1157.27 115%5.66
RANK FOR GRAND TOTAL 1.00 4.00 2.00 3.00 5.00 6.00 7.00 11.00 12.00
TOTAL RANK 5.00 11.00 13.00 13.00 14.00 17.00 17.00 22.00 23.00
REPRODUCIBLE (1,2,3)
R wn el
(=] ~ w o~ (o] w '] [a]
& e S 8 S S & & =
& 3 z 4 e 2 3 8 z
8 5 8 & 5 8 R 3 g
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MERGE ALGORITHM
LANGUAGE IMPROVEMENT 28.32 28.32 28.19 28.19 28.19 28.32 28.19 28.19 28.19
SPEAKER IMPROVEMENT 37.71 37.20 36.17 36.94 35.78 37.07 36.55 35.65 37.32
ACTIVITY IMPROVEMENT 0.00 0.00 0.00 0.00 0.00 0.00 Q.00 0.00 0.00
PLATFORM IMPROVEMENT 26.51 26.51 25.87 25.87 25.87 26.51 o 25,10 25.61 25.22
TOTAL 92.54 92.03 90.23 91.00 89.84 91.90 89.84 89.45 90.73
RANK 1.00 2.00 11.00 6.00 14.00 3.00 14.00 18.00 9.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 88.03 88.80 89.06 87.26 90.99 89.58 88.80 88.29 87.26
NORMAL. ANY HYP CORRECT 44.37 41.70 S2.11 50.47 56.37 38.92 45.81 35.09 43.34
LANGUAGE IMPROVEMENT 25.10 25.48 25.36 24.84 26.13 26.38 26.64 24.97 26.64
SPEAKER IMPROVEMENT 30.76 31.79 31.92 29.99 33.98 31.92 32.18 31.79 30.89
ACTIVITY IMPROVEMENT -2.44 -1.93 -2.19 -2.70 -1.80 -1.54 -2.44 -2.44 -2.19
PLATFORM IMPROVEMENT 22.39 22.39 22.91 22.01 23.29 21.75 23.42 22.39 22.39
LSP IMPROVEMENT 58.17 359.07 59.33 57.14 61.26 59.33 59.07 S58.55 S57.40
ROUTING
COMPLETELY CORRECT 97.55 97.55 97.43 97.55 97.43 97.55 97.43 97.43 97.55
PARTIALLY CORRECT 97.19 97.19 97.04 97.19 97.04 97.19 97.04 97.04 97.19
ACCURACY 97.19 97.19 97.04 97.19 97.04 97.19 97.04 97.04 97.19
EFFICIENCY 88.89 88.65 88.27 88.05 89.24 88.33 87.92 88.51 87.00
TOTAL 647,20 647.88 658.28 648.99 670.97 646.80 652.91 658.66 644,66
RANK 11.00 10.00 3.00 8.00 1.00 12.00 5.00 .00 13.00
GRAND TOTAL 1294.98 1292.09 1289.89 1285.99 1299.85 1290.10 1281.79 1284.81 1279.77
RANK FOR GRAND TOTAL 2.00 3.00 .00 6.00 1.00 4.00 8.00 7.00 11.00
TOTAL RANK 12.00 12.00 14.00 14.00 15.00 15.00 19.00 20.00 22.00
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SCENARIO GROUP (7,8,9)

v 8 8 ‘g 'zl v
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MERGE ALGORITHM
LANGUAGE IMPROVEMENT 25.95 27.44 27.13 28.04 27.98 26.79 27.34 23.96 27.54 26.96
SPEAKER IMPROVEMENT 31.75 32.80 34.44 35.89 33.87 30.98 32.07 33.71 30.58 32.37
ACTIVITY IMPROVEMENT 0.00 -1.47 -0.49 0.00 -0.24 -0.24 -1.47 0.00 -0.24 -1.47
PLATFORM IMPROVEMENT 25.83 28.06 24.51 25.92 26.07 25.93 25.70 24.36 26.56 25.23
TOTAL 33.54 86.83 35.58 89.85 37.67 33.46 83.64 $2.04 84.43 83.09
RANK 21.00 3.00 11.00 2.00 6.00 22.00 20.00 28.00 14.00 2%.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 65.66 57.82 60.98 S7.67 S8.35 64.62 60.91 62.51 59.48 50.02
NORMAL. ANY HYP CORRECT]  36.00 34.04 34.03 25.85 31.90 33.32 35.03 34.33 31.76 35.43
LANGUAGE IMPROVEMENT 22.99 22.30 21.76 19.99 21.90 23.43 22.85 20.35 21.39 21.80
SPEAKER IMPROVEMENT 25.21 19.76 22.45 16.53 15.56 21.77 21.62 25.81 15.93 20.85
ACTIVITY IMPROVEMENT -3.28 -5.40 -5.60 -6.34 -5.85 -3.73 -5.89 -4.66 -6.03 £.46
PLATFORM IMPROVEMENT 23.58 23.11 19.61 19.32 20.42 22.44 21.07 21.94 21.51 20.97
LSP IMPROVEMENT 52.33 47.35 48.28 43.96 42.67 48.41 48.59 49.11 42.72 47.21
ROUTING
COMPLETELY CORRECT 98.16 97.40 96.89 95.98 97.02 96.77 97.88 97.49 96.49 97.78
PARTIALLY CORRECT 97.86 96.98 96.38 99.97 96.54 96.26 97.54 97.08 95.93 97.42
ACCURACY 97.86 96.98 $6.38 99.97 96.54 96.26 97.54 97.08 95.93 97.42
EFFICIENCY 64.15 63.25 63.40 58.47 62.55 64.49 64.28 62.30 60.74 63.82
TOTAL| 3580.53 553.60 554.87 $38.37 837.60 564.04 561.40 $63.33 535.85 555.26
RANK 3.00 17.00 15.00 23.00 23.00 9.00 11.00 10.00 24.00 14.00
GRAND TOTAL 1165.30 | 1161.39 | 1153.97 | 1164.32 | 1151.32 | 1148.28 | 1146.87 | 1137.57 | 1126.87 | 1136.90
RANK FOR GRAND TOTAL 8.00 10.00 13.00 9.00 14.00 15.00 16.00 17.00 20.00 18.00
TOTAL RANK 24.00 28.00 26,00 27.00 29.00 31.00 31.00 38.00 38.00 39.00
REPRODUCIBLE (1,2,3)
n 8 o 8 w
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g > 2 s 8 g 3 3 8 8
~ N~ el -~ - - N N — -
8 g 8 8 3 S 3 v » g
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MERGE ALGORITHM
LANGUAGE IMPROVEMENT 28.19 27.93 28.19 28.19 28.19 26.51 28.19 28.32 27.93 26.51
SPEAKER IMPROVEMENT 36.94 35.14 36.42 36.30 35.65 36.17 37.32 37.71 33.85 35.14
ACTIVITY IMPROVEMENT 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
PLATFORM IMPROVEMENT 25.61 26.38 25.22 26.51 26.38 26.38 24.84 25.87 24.97 25.87
TOTAL 90.74 89.48 89.83 $1.00 $0.22 89.06 90.38 91.90 86.78 87.52
RANK 8.00 18.00 17.00 6.00 12.00 20.00 10.00 3.00 28.00 24.00
CORRELATION ALGORITHM .
TOP HYPOTHESIS CORRECT 86.87 87.52 88.55 86.74 86.23 85.71 88.03 87.64 86.36 84.68
NORMAL. ANY HYP CORRECT] 47.02 S52.31 45.63 44.25 49.95 S55.94 37.56 35.90 51.76 S51.83
LANGUAGE IMPROVEMENT 25.48 24.58 26.77 25.10 23.81 23.17 26.77 25.61 25.61 23.94
SPEAKER IMPROVEMENT 30.12 30.25 31.40 29.35 28.70 29.86 31.92 30.28 29.09 28.70
ACTIVITY IMPROVEMENT -2.31 -2.57 ~-2.83 -2.70 -3.34 -3.22 -2.31 -1.41 -2.06 -2.57
PLATFORM IMPROVEMENT 21.62 22.52 23.55 22.26 21.62 23.04 22.14 19.95 21.49 22.65
LSP IMPROVEMENT 57.01 S57.40 58.55 56.62 55.98 55.59 58.30 57.52 56.11 54.56
ROUTING
COMPLETELY CORRECT 97.43 97.55 97.43 97.55 97.55 97.55 97.55 97.58 97.55 97.55
PARTIALLY CORRECT 97.04 97.19 97.04 97.19 97.19 97.19 97.19 97.19 97.19 97.19
ACCURACY 97.04 97.19 97.04 97.19 97.19 97.19 97.19 97.19 97.19 97.19
EFFICIENCY 86.99 89.01 88.27 89.25 89.01 88.77 86.20 85.75 88.41 87.70
TOTAL| 644.31 652.95 651.40 642.80 643.89 650.79 640.54 633.14 648.70 643.42
RANK 14.00 4.00 6.00 17.00 15.00 7.00 20.00 28.00 9.00 16.00
GRAND TOTAL 1279.49 | 1279.10 | 1280.21 | 1279.80 | 1275.43 | 1274.21 | 1272.99 | 1276.44 | 1255.95 | 1256.06
RANK FOR GRAND TOTAL 12.00 13.00 9.00 10.00 135.00 16.00 17.00 14.00 23.00 22.00
TOTAL RANK 22.00 22.00 23.00 23.00 27.00 27.00 30.00 31.00 37.00 40.00
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BCENARIO GROUP {7,8,9)
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MERGE ALGORITHM
LANGUAGE IMPROVEMENT 27.90 2777 27.19 26.70 28.09 23.80 25.42 27.76 27.38 28.16
SPEAKER IMPROVEMENT 31.76 31.68 29.56 29.93 35.07 28.95 31.89 32.14 31.41 29.83
ACTIVITY IMPROVEMENT -0.24 -0.24 -0.49 0.00 -0.24 0.00 -1,47 -0.24 -0.24 0.24
PLATFORM IMPROVEMENT 24.25 23.68 24.84 23.81 24.69 23.52 26.84 25.10 25.80 25.58
TOTAL 83.67 82.89 81.10 80.44 87.62 76.27 82.67 84.76 $4.38 33.34
RANK 18.00 26.00 29.00 30.00 7.00 36.00 27.00 13.00 18.00 24.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 60.91 60.65 59.25 58.61 48.93 59.19 S51.40 S1.12 52.65 60.39
NORMAL. ANY HYP CORRECT] 31.78 31.47 32.95 34.26 29.29 34.04 32.98 29.95 28.36 27.89
LANGUAGE IMPROVEMENT 22.22 21.27 22.57 21.45 20.35 21.12 20.76 20.63 17.92 21.75
SPEAKER IMPROVEMENT 18.85 20.38 20.49 20.55 3.79 22.60 14.61 7.14 9.74 14.57
ACTIVITY IMPROVEMENT -5.65 -5.75 -5.25 -5.87 -15.10 -4.57 -6.84 -14.34 -11.92 -10.48
PLATFORM IMPROVEMENT 19.22 17.91 20.97 19.85 16.95 20.95 23.55 17.91 16.30 20.64
LSP IMPROVEMENT 45.55 45.95 46.29 4575 30.13 47.16 40.82 33.87 36.45 41.06
ROUTING
COMPLETELY CORRECT 96.52 96.79 95.75 98.10 $6.80 97.16 96.76 96.80 96.81 96.67
PARTIALLY CORRECT 95.95 96.27 95.06 97.79 96.29 96.70 96.24 96.29 96.30 96.13
ACCURACY 95.95 96.27 95.06 97.79 96,29 96.70 96.24 96.29 96.30 96.13
EFFICIENCY 6361 63.06 64.04 63.18 58.45 62.68 63.57 59.69 $8.80 53.08
TOTAL| 544.91 544.23 547.19 551.48 482.17 $53.71 530.09 495.34 497.72 517.83
RANK 21.00 22.00 15.00 18.00 43.00 16.00 27.00 41.00 40.00 32.00
GRAND TOTAL 1130.62 | 1124.48 1114.90 | 1114.58 | 109%.47 | 1087.63 1108.79 1088.63 1088.13 | 1101.21
RANK FOR GRAND TOTAL 15.00 21.00 22.00 23.00 26.00 30.00 24.00 28.00 25.00 25.00
TOTAL RANK 39.00 48.00 48.00 48.00 50.00 52.00 54.00 54.00 85.00 56.00
REPRODUCIBLE (1,2,3)
8 3 8 £ 2
g g 2 8 8 g S 3 ° £
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MERGE ALGORITHM
LANGUAGE IMPROVEMENT 28.19 28.19 28.44 28.19 28.19 28.19 28.19 27.93 26.51 28.19
SPEAKER IMPROVEMENT 36.94 36.81 37.84 35.39 35.01 35.78 34.88 31.538 33.98 34.24
ACTIVITY IMPROVEMENT 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
PLATFORM IMPROVEMENT 24.71 25.10 24.84 24.71 24.32 24.58 24.45 23.55 26.38 23.29
TOTAL 89.84 90.10 91.12 88.29 87.52 88.55 87.52 83.01 86.87 85.72
RANK 14.00 13.00 5.00 23.00 24.00 21.00 24.00 40.00 27.00 31.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 87.77 84.43 84.94 85.59 86.10 86.36 83.40 84.94 83.01 84.94
NORMAL. ANY HYP CORRECT] 36.48 41.43 34.80 44.16 41.44 36.81 46.54 56.02 51.55 46.38
LANGUAGE IMPROVEMENT 26.38 26.13 23.94 26.26 26.38 26.26 24.84 23.94 23.04 24.58
SPEAKER IMPROVEMENT 31.02 27.67 27.54 28.96 29.73 29.47 26.77 27.29 27.29 28.32
ACTIVITY IMPROVEMENT -2.83 -3.73 -1.41 -2.96 -2.57 -2.83 -3.09 -3.86 -3.34 -3.60
PLATFORM IMPROVEMENT 21.11 21.75 20.20 21.75 21.23 22.39 18.79 18.27 22.01 18.53
LSP IMPROVEMENT S57.78 54.31 54.82 55.59 56.11 S6.11 S53.15 54.56 52.89 54.82
ROUTING
COMPLETELY CORRECT 97.55 97.43 97.81 97.43 97.68 98.20 97.43 97.55 98.75 97.68
PARTIALLY CORRECT 97.19 97.04 97.48 97.04 97.33 97.93 97.04 97.19 95.11 97.33
ACCURACY 97.19 97.04 97.48 97.04 97.33 97.93 97.04 97.19 95.11 97.33
EFFICIENCY 84.43 86.64 81.54 87.33 85.77 84.10 87.22 88.41 87.70 84.23
TOTAL| 634.07 630.14 618.384 638.19 636.53 632.73 629.13 641.50 630.12 630.54
RANK 27.00 31.00 41.00 23.00 25.00 29.00Q 33.00 18.00 32.00 30.00
GRAND TOTAL 1262.95 | 1260.84 1256.68 1256.22 | 1249.17 | 1252.58 1241.77 | 1222.57 | 1238.21% 1230.58
RANK FOR GRAND TOTAL 18.00 15.00 20.00 21.00 25.00 24.00 26.00 30.00 27.00 28.00
TOTAL RANK 41.00 44.00 46.00 46.00 49.00 50.00 57.00 58.00 59.00 61.00
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BCENARIO GROUP (7,8,9)
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MERGE ALGORITHM
LANGUAGE IMPROVEMENT 25.78 22.78 27.13 25.65 26.76 27.83 26.57 25.34 27.33 27.39
SPEAKER IMPROVEMENT 33.21 26.89 30.97 22.81 25.38 24.09 25.38 26.25 28.42 26.97
ACTIVITY IMPROVEMENT -0.24 0.00 -0.24 -0.49 -0.24 -0.24 -0.24 -0.24 -0.24 0,24
PLATFORM IMPROVEMENT 24.61 23.19 25.81 25.58 23.09 24.24 24.94 23.85 24.78 22.14
TOTAL $3.36 72.86 83.67 73.54 74.99 78.92 76.658 78.20 80.29 7627
RANK 23.00 45.00 18.00 43.00 42.00 38.00 34.00 41.00 31.00 36.00
CORRELATION ALGORITHM
TOP HYPOTHES!IS CORRECT 55,20 58.06 48.21 55.55 55.58 57.56 52.64 53.68 46.52 53.48
NORMAL. ANY HYP CORRECT] 29.88 31.87 25.34 32.87 33.23 32.82 35.35 36.90 35.75 30.47
LANGUAGE IMPROVEMENT 17.46 19.97 16.41 21.57 21.41 21.97 17.06 18.97 14.64 22.06
SPEAKER IMPROVEMENT 12.10 23.92 4.40 14.99 14.02 7.50 6.90 12.16 0.06 4,98
ACTIVITY IMPROVEMENT -8.54 -4.39 -12.53 -5.37 -5.85 -7.70 -8.70 -7.62 -16.31 -14.64
PLATFORM IMPROVEMENT 17.03 21.70 15.60 22.13 17.79 19.23 16.52 19.05 12.97 16.98
LSP IMPROVEMENT 36.93 45.59 32.11 41.59 40.91 34.84 33.52 37.06 26.93 29.91
ROUTING
COMPLETELY CORRECT 06.65 96.57 96.80 95.73 95.51 96.63 96.71 96.02 56.64 96.67
PARTIALLY CORRECT 96.12 96.01 96.29 95.04 94.79 06.08 96.18 95.37 96.10 96.13
ACCURACY 96.12 96.01 96.29 95.04 94.79 96.08 96.18 95.37 96.10 96.13
EFFICIENCY 60.42 60.79 51.48 62.58 63.86 60.99 64.05 63.87 64.73 63.03
TOTAL| 509.3% 546,11 470.39 331.74 526.03 516.01 506.42 521.12 474.12 495.19
RANK 35%5.00 20.00 49.00 26,00 28.00 33.00 37.00 31.00 46.00 42.00
GRAND TOTAL 1092.86 1056.09 10856.09 1046.52 1050.99 1047.47 1042.94 1047.55 1036.12 1029.08
RANK FOR GRAND TOTAL 27.00 31.00 32.00 36.00 33.00 35.00 37.00 34.00 38.00 39.00
TOTAL RANK 58.00 65.00 67,00 69.00 70.00 71.00 71.00 72.00 77.00 78.00
REPRODUCIBLE (1,2,3)
o
Q
g 8 o o 8 g 2 e o 2
-~ -~ ~ ~ ~ ~ 8 ~ ~ ~
g g S > 3 2 g 3 g g
- - ~ -~ -~ - -~ - -
a ) g g g g g 8 g a
MERGE ALGORITHM
LANGUAGE IMPROVEMENT 28.09 26.51 28.19 27.93 28.19 28.19 28.15 28.19 26.51 28.19
SPEAKER IMPROVEMENT 32.18 31.853 33.46 31.66 34.49 33.59 32.69 35.52 32.05 32.82
ACTIVITY IMPROVEMENT 0.00 0.00 0.00 0.00 -0.13 0.00 0.00 0.00 0.00 0.00
PLATFORM IMPROVEMENT 22.14 24.19 22.39 22.26 22.01 22.52 22.78 22.91 26.38 23.42
TOTAL 82.41 82.23 84.04 81.8% 84.56 84.30 83.62 86.62 84.94 84.43
RANK 41.00 43.00 37.00 46.00 33.00 36.00 39.00 29.00 32.00 35.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 83.78 84.30 83.91 83.40 82.37 82.24 82.24 80.95 79.28 80.31
NORMAL. ANY HYP CORRECT] 57.36 56.73 53.97 57.20 45,32 40,54 58.23 37.12 47.43 49,63
LANGUAGE IMPROVEMENT 24.20 23.04 23.81 23.68 25.87 25.10 21.75 25.74 22.78 23.42
SPEAKER IMPROVEMENT 26.77 28.70 27.29 26.00 25.87 25.61 24.97 25.10 22.27 22.91
ACTIVITY IMPROVEMENT -3.60 -3.47 -4.63 -3.99 £.30 -65.18 £.43 -5.95 -4,12 4,24
PLATFORM IMPROVEMENT 18.27 19.56 17.63 18.27 18.79 18.79 16.09 18,92 21.62 18.02
LSP IMPROVEMENT 53.41 54.18 83.79 53.02 51.99 52.12 51.99 50.96 48.13 50.06
ROUTING
COMPLETELY CORRECT 97.55 97.43 97.68 97.55 97.55 97.55 97.55 97.68 96.01 97.43
PARTIALLY CORRECT 97.19 97.04 97.33 97.19 97.19 97.19 97.19 97.33 95.41 97.04
ACCURACY 97.19 97.04 97.33 97.19 97.19 97.19 Q7.19 97.33 935.41 97.04
EFFICIENCY 88.29 86.18 86.33 83.13 83.99 84.75 85.75 81.92 87.14 85.40
TOTAL 640.41 640.73 634.44 638.64 619.83 623.90 626.52 606.10 611.36 617.32
RANK 21.00 19.00 26.00 22.00 39.00 37.00 36.00 48.00 43.00 43.00
GRAND TOTAL 1217.28 1216.34 1222.72 1211.59 1211.78 1214.00 1211.86 1212.44 1205.94 1208.33
RANK FOR GRAND TOTAL 31.00 32.00 29.00 37.00 36.00 33.00 35.00 34.00 3%9.00 38.00
TOTAL RANK 62.00 62.00 63.00 68.00 T2.00 73.00 75.00 77.00 77.00 78.00
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S8CENARIO GROUP (7,8,9)

3 v 2 3 g v o g g 3
o™ ~ = - o~ ~ ~ 8 =
5 5 8 5 5 5 3 g g
S T O S A -
g g 8 3 B 3 3 g 3 B
MERGE ALGORITHM
LANGUAGE IMPROVEMENT 25.58 25.54 28.27 23.68 26.96 26.97 25.09 26.20 26.09 27.39
SPEAKER IMPROVEMENT 25.78 20.03 29.65 20.98 21.54 20.77 24.05 28.11 26.85 23.58
ACTIVITY IMPROVEMENT -0.24 -1.47 -0.24 -0.24 -0.24 -0.24 -0.24 -0.24 -0.24 0.24
PLATFORM IMPROVEMENT 24.53 25,77 21.78 22.06 21.19 22.90 23.86 24.61 23.65 24.63
TOTAL 75.658 69.87 79.4%8 66.48 69.45 70.41 72.76 78.68 76.38 75.36
RANK 39.00 51.00 32.00 56,00 52.00 49.00 46.00 33.00 35.00 40.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 49.02 52.31 46.95 57.07 54.02 50.51 47.47 40.27 40.93 44.02
NORMAL. ANY HYP CORRECT] 32.29 30.61 30.15 37.94 39.07 35.99 35.98 32.26 33.20 32.98
LANGUAGE IMPROVEMENT 18.47 22.43 16.12 19.23 18.39 19.64 14,45 11.86 14.20 16.44
SPEAKER IMPROVEMENT 7.36 13.65 0.46 8.59 8.41 5.41 -2.09 -3.99 -5.06 -5.81
ACTIVITY IMPROVEMENT -9.69 -5.98 -15.86 -4.24 -7.48 -6.96 -10.83 -21.11 -19.19 -17.72
PLATFORM IMPROVEMENT 18.75 22.10 Q.82 17.87 13.82 16.98 13.65 12.14 12.88 13.89
LSP IMPROVEMENT 32.87 40.32 27.16 34.23 33.89 30.31 24.03 20.92 20.32 21.65
ROUTING .
COMPLETELY CORRECT 96.33 95.33 96.73 96.13 95.55 96.05 ©96.49 96.58 95,56 96.73
PARTIALLY CORRECT 95.74 94.57 96.20 95.50 94.83 95.41 95.93 95.03 94.84 96.20
ACCURACY 05.74 94,57 096.20 95.50 G4 .83 95.41 95.93 96.03 94.84 096.20
EFFICIENCY 62.48 61.39 58.20 66.37 64.37 63.76 63.59 61.37 62.74 61.88
TOTAL| 499.36 521.30 461.82 $24.18 509.69 502.50 474.62 442.36 445,27 456.44
RANK 39.00 30.00 53.00 29.00 34.00 38.00 44.00 61.00 60.00 37.00
GRAND TOTAL 1028.94 1010.36 1017.98 989.52 995.85 995.38 983.92 993.11 979.73 983.96
RANK FOR GRAND TOTAL 40.00 42.00 41.00 46.00 43.00 44.00 48.00 45.00 49,00 47.00
TOTAL RANK 78.00 31.00 85.00 8%.00 36.00 87.00 50.00 94.00 95.00 97.00
REPRODUCIBLE (1,2,3)
o |8 | 2l e e | g ] 8] 8| 8|8
S g g g o 5 > > 5 S
8 -~ — : ~ g ~ ~ 8 -—
S 8 S 3 ) w ) S ey S
8 — 8 i N ~ ~ 8 ~ 8
MERGE ALGORITHM
LANGUAGE IMPROVEMENT 28.19 28.06 26.51 28.06 26.51 28.06 2793 28.19 28.19 26.51
SPEAKER IMPROVEMENT 32.05 36.30 30.76 34.88 29.09 35.27 30.89 30.37 32.31 29.47
ACTIVITY IMPROVEMENT Q.00 -0.13 0.00 -0.13 0.00 -0.13 0.00 0.00 -0.13 Q.00
PLATFORM IMPROVEMENT 21.88 24.19 22.14 21,75 25.22 22.65 22.14 21.62 21.88 22.91
TOTAL 82.12 88.42 79.41 84.56 80.82 85.8% 80.96 80.18 82.25 78.89
RANK 44.00 22.00 56.00 33.00 50.00 30.00 49.00 54.00 42.00 57.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 81.85 80.95 82.63 81.60 83.14 78.12 79.92 81.21 78.12 79.54
NORMAL. ANY HYP CORRECT] 49.61 26.55 53.84 37.70 50.72 30.11 50.57 50.49 42.05 55.06
LANGUAGE IMPROVEMENT 25.10 26.51 22.65 26.38 24.20 27.03 24.97 24.33 25.48 21.75
SPEAKER IMPROVEMENT 24.71 24.20 26.77 26.39 27.16 23.17 22.91 23.94 21.49 22.52
ACTIVITY IMPROVEMENT -3.86 -7.08 -3.73 -7.08 -2.31 -8.75 -6.43 -4.76 -G.01 -4 50
PLATFORM IMPROVEMENT 19.18 19.95 17.89 19.05 20.98 18.92 18.40 18.53 18.66 17.50
LSP IMPROVEMENT 51.35 50.83 52.12 51.35 52.89 48.00 49.67 50.70 47.61 49.42
ROUTING
COMPLETELY CORRECT 97.68 98.20 97.55 97.68 95.62 98.07 97.55 97.43 98.20 97 .43
PARTIALLY CORRECT 97.33 97,93 97.19 97.33 94,96 97.78 Q7.19 97.04 97.93 97.04
ACCURACY 97.33 97.93 97.19 97.33 G4.96 97.78 97.19 97.04 97.93 Q7.04
EFFICIENCY 87.25 62.89 86.89 78.21 85.81 69.33 86.32 87.57 84.10 86.99
TOTAL| 627.53 578.86 636.99 605.94 628.13 579.56 618.26 623.52 602.56 619.79
RANK 35.00 58.00 24.00 49.00 34.00 57.00 42.00 38.00 ¥1.00 40,00
GRAND TOTAL 1202.37 1197.80 1192.86 1197.86 1193.87 1180.51 1184.98 1184,78 1178.31 1172.02
RANK FOR GRAND TOTAL 40.00 42.00 44,00 41.00 43.00 47.00 45.00 46.00 48.00 49.00
TOTAL RANK 79.00 80.00 80.00 82.00 84.00 87.00 91.00 92.00 93.00 97.00
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SBCENARIO GROUP (7,8,9)
8 8 g 2 g 0 8 8 g 0
-~ - -~ ~ ~ o~ - - ~
g 5 g 8 8 & S S a 3
= ™~ ~ = = ~ ~ v
v w 8 g g o =) ey W =
N ~ -~ 3} o™ o~ N
MERGE ALGORITHM
LANGUAGE IMPROVEMENT 23.66 26.78 25.65 25.89 26.49 24.71 25381 25.49 24.44 25.83
SPEAKER IMPROVEMENT 16.98 22.15 22.66 19.00 21.62 18.81 19.44 15.40 15.56 14.99
ACTIVITY IMPROVEMENT -1.47 -0.24 -0.24 -0.24 -0.24 -0.24 -0.24 -0.24 -0.24 -0.24
PLATFORM IMPROVEMENT 24.15 22.07 24.96 24.17 23.11 21.54 24.00 21.69 23.02 22.39
TOTAL 63.33 70.78 73.03 68.82 70.99 64.83 69.00 62.35 62.78 62.97
RANK 61.00 48.00 44.00 54.00 47.00 58.00 53.00 64.00 63.00 62.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 49.31 48.52 47.87 43.31 41.41 42.31 42.32 45.37 46.62 43.47
NORMAL. ANY HYP CORRECT _ 27.72 30.56 28.16 36.68 35.05 29.92 34.30 33.13 32.99 32.49
LANGUAGE IMPROVEMENT 21.69 17.11 17.10 17.49 11.31 20.84 15.52 16.67 16.34 15.63
SPEAKER IMPROVEMENT 10.34 -1.81 -1.50 1.41 -4.63 -1.16 -4.63 0.39 -0.61 -1.46
ACTIVITY IMPROVEMENT -5.54 -13.15 -19.12 -15.93 -15.65 -6.92 -16.34 -5.89 -8.73 -11.22
PLATFORM IMPROVEMENT 22.05 12.12 16.70 15.53 9.35 17.98 12.95 14.13 16.60 14.20
LSP IMPROVEMENT 35.57 25.04 23.19 28.00 20.36 25.39 21.87 23.69 24.30 24.18
ROUTING
COMPLETELY CORRECT 95.62 96.65 96.69 94.91 95.88 94.13 96.58 96.26 94.02 94.93
PARTIALLY CORRECT 94.92 96.11 $6.16 94.09 95.21 93.18 $6.03 95.66 93.05 54.10
ACCURACY 94.92 56.11 96.16 94.09 95.21 93.18 96.03 95.66 93.05 G4.10
EFFICIENCY 60.83 57.60 S5.6S 64.08 63.68 62.56 65.01 63.07 61.74 63.54
TOTAL| 507.43 464.89 457.05 473.66 447.19 471.40 459.62 474,13 469.36 464.36
RANK 36.00 31.00 56.00 47.00 59.00 48.00 55.00 45.00 50.00 52.00
GRAND TOTAL 950.74 960.17 968.26 955.38 $44.10 925.18 942.62 910.55 908.80 $085.13
RANK FOR GRAND TOTAL 53.00 51.00 50.00 52.00 54.00 56.00 55.00 $7.00 58.00 59.00
TOTAL RANK 97.00 99.00 100.00 101.00° 106.00 106.00 108.00 109.00 113.00 114.00
REPRODUCIBLE (1,2,3)
g g g g 2 2 2 2 g g
Py 8 & 8 3 v v "y I} =y
& = S = £ & £ g 8 g
2 R g B R 2 ] 8 3 g
MERGE ALGORITHM
LANGUAGE IMPROVEMENT 28.06 26.51 27.93 26.51 26.51 28.19 26.51 28.19 27.80 26.51
SPEAKER IMPROVEMENT 32.69 28.32 34.62 27.41 26.77 3231 28.19 32.18 31.28 25.36
ACTIVITY IMPROVEMENT -0.13 0.00 -0.13 0.00 0.00 -0.13 0.00 -0.13 -0.13 0.13
PLATFORM IMPROVEMENT 21.11 25.61 21.36 21.75 22.78 21.62 21.88 21.36 21.36 21.36
TOTAL 31.73 80.44 83.78 75.67 76.06 81.99 76.58 31.60 80.31 73.10
RANK 47.00 51.00 38.00 632.00 60.00 45.00 59.00 48.00 82.00 66.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 81.60 74.26 50.71 79.67 78.89 73.36 75.80 75.80 77.48 78.38
NORMAL. ANY HYP CORRECT] 31.03 47.47 22.85 52.39 55.58 28.13 51.99 29.30 27.39 48.32
LANGUAGE IMPROVEMENT 27.80 22.39 24.58 22.52 20.21 25.74 21.11 26.38 26.90 23.30
SPEAKER IMPROVEMENT 25.48 17.38 -0.90 2278 22.27 19.31 18.41 20.98 20.98 2].24
ACTIVITY IMPROVEMENT -7.85 -4.37 -35.52 -3.99 6.18 -14.03 -4.76 -12.10 -10.94 .18
PLATFORM IMPROVEMENT 19.18 20.08 i4.41 17.50 15.44 18.02 15.83 17.63 19.05 17.24
LSP IMPROVEMENT 51.35 43.50 22.39 48.64 48.51 43.24 4491 45.55 47.10 47 .87
ROUTING .
COMPLETELY CORRECT 97.68 95.75 98.58 95.62 95.75 97.94 97.30 97.94 98.07 97.30
PARTIALLY CORRECT 97.33 85.11 58.37 94.96 95.11 97.63 96.89 97.63 97.78 96.89
ACCURACY 97.33 95.11 98.37 94.96 95.11 97.63 96.89 97.63 97.78 56.89
EFFICIENCY 70.49 85.83 44.12 86.74 86.64 67.66 86.17 71.09 70.36 86.97
TOTAL| 591.42 592.52 437.96 611.79 607.33 554.63 600.54 867.83 571.95 608.22
RANK 54.00 53.00 66.00 44.00 47.00 65.00 32.00 64.00 60.00 46.00
GRAND TOTAL 1163.53 | 1155.62 1024.42 { 1141.48 | 1139.75 | 1128.56 | 1136.60 | 1139.03 1134.12 1119.92
RANK FOR GRAND TOTAL 50.00 51.00 66.00 52.00 53.00 59.00 58.00 54.00 56.00 62.00
TOTAL RANK 101.00 104.00 104.00 106.00 107.00 110.00 111.00 112.00 112.00 112.00
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S8CENARIO GROUP (7,8,9)
" » g 3 2 8 8
o £ S 2 5 g S
o 3 W 8 ] w w
I3 — o~ — — (e} ~
w w ) B w 5 B
[y} o~ 8 ~N [a] ~N (a1
MERGE ALGORITHM
LANGUAGE IMPROVEMENT 25.03 2261 27.60 23.92 25.01 24.96 24.39
SPEAKER IMPROVEMENT 20.92 15.80 18.45 18.29 15.64 15.83 15.15
ACTIVITY IMPROVEMENT -0.24 -0.24 ~0.24 -0.24 -0.49 0.24 -0.24
PLATFORM IMPROVEMENT 24.69 22.61 22.19 21.62 24.00 25.05 21.35
TOTAL 70.40 60.78 €8.00 63.59 64.15 65.61 €0.64
RANK 50.00 65.00 55.00 60.00 59.00 57.00 66.00
CORRELATION ALGORITHM
‘TOP HYPOTHESIS CORRECT 33.42 42.25 31.32 36.99 36.72 28.80 39.76
NORMAL. ANY HYP CORRECT] 28.29 239.63 26.83 29.25 30.13 37.52 29.86
LANGUAGE IMPROVEMENT 10.81 15.59 11.70 15.31 13.20 -13.15 18.36
SPEAKER IMPROVEMENT -16.15 -0.45 -19.12 -7.28 -6.76 -24.42 -3.41
ACTIVITY IMPROVEMENT -24.93 -5.54 -26.14 -9.51 -14.77 ~36.59 -8.82
PLATFORM IMPROVEMENT 12.50 16.68 6.63 14.56 11.90 -14.84 14.94
LSP IMPROVEMENT 9.17 22.65 7.45 15.27 20.23 3.34 20.74
ROUTING
COMPLETELY CORRECT 96.45 93.74 66.57 4,79 93.43 93.91 94.49
PARTIALLY CORRECT §5.87 92,72 G6.01 93.95 $2.37 92.92 93.59
ACCURACY 95.87 92.72 96.01 93.95 92.37 92.92 93.59
EFFICIENCY 59,22 60.61 55.28 60.36 59.45 62.26 62.74
TOTAL| 400.51 460.59 382.56 437.64 428.27 322.67 455%5.84
RANK 6€4.00 54.00 65.00 62.00 63,00 66.00 58.00
GRAND TOTAL 893.34 886.02 858.53 882.78 877.35 781.91 880.32
RANK FOR GRAND TOTAL 60.00 61.00 65,00 62.00 64.00 66.00 63.00
TOTAL RANK 114.00 119.00 120.00 122.00 122.00 123.00 124.00
REPRODUCIBLE (1,2,3}
8 8 v g 2 3
- ~ ~ ~ - ~ —
B 3 5\3 w v 3 v
g z i S g z £
3 2 g g g g g
MERGE ALGORITHM
LANGUAGE IMPROVEMENT 27.80 26.51 26.51 28.19 27.67 26.51 26.51
SPEAKER IMPROVEMENT 31.28 26.77 27.16 30.50 26.00 27.41 27.29
ACTIVITY IMPROVEMENT -0.13 0.00 0.00 -0.13 -0.13 0.00 0.00
PLATFORM IMPROVEMENT 21.36 23.55 21.49 21.11 20.59 22.14 21.49
TOTAL 80.31 76.83 75.16 79.67 74.13 76.06 75.29
RANK 82.00 58.00 64.00 55.00 65.00 60.00 63.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 77.48 72.72 77.48 75.42 74.77 71.94 72.84
NORMAL. ANY HYP CORRECT] 27.39 47.84 46.97 30.62 63.63 48.37 45,61
LANGUAGE IMPROVEMENT 26.90 22.65 22.52 26.51 13.90 19.05 21.75
SPEAKER IMPROVEMENT 20.98 16.35 21.11 17.50 16.60 14.42 16.22
ACTIVITY IMPROVEMENT -10.94 -3.73 -6.69 -13.12 -14.41 -8.23 -9.26
PLATFORM IMPROVEMENT 19.05 18.40 17.90 19.18 6.69 13.26 15.96
LSP IMPROVEMENT 47.10 42.21 46.84 44.91 44.14 41.05 42.08
ROUTING
COMPLETELY CORRECT 98.07 95.62 97.43 $8.20 97.30 95.62 95.62
PARTIALLY CORRECT 97.78 94.96 97.04 97.93 96.89 94.96 $4.06
ACCURACY 97.78 94.96 97.04 Q97.93 96.89 94.96 94.96
EFFICIENCY 70.36 86.97 853.62 74.52 86.05 86.04 84.68
TOTAL| 571.95 588.95 602.86 569.60 582.48 571.44 875.42
RANK 61.00 55.00 50,00 63.00 56.00 62.00 595.00
GRAND TOTAL 1134.12 1126.76 1128.98 1127.29 1101.36 1103.86 1102.45
RANK FOR GRAND TOTAL 56.00 61.00 58.00 60.00 65.00 63.00 64.00
TOTAL RANK 113.00 113.00 114.00 118.00 121.00 122.00 122.00
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APPENDIX H

TABLE WITH ALL RESULTS RANKED

SCENARIO GROUP 1,2,3

Te]
& < o 0 B
s | €1 gl s| 8| 5| g
S =2 B = 2 = £
~ o ~ ~ ~ ~ ~
g | s gl @g|¥g| g8
MERGE ALGORITHM
LANGUAGE IMPROVEMENT 27.80 27.76 28.65 28.61 28.96 27.37 27.69
SPEAKER IMPROVEMENT 35.59 36.35 36.77 36.48 36.20 35.34 35.60
ACTIVITY IMPROVEMENT 0.00 0.00 0.00 0.00 0.00 0.00 0.00
PLATFORM IMPROVEMENT 26.88 26.60 26.81 26.27 26.06 27.72 26.09
TOTAL | 90.26 | 90.71 92.23 | 91.36 | 91.22 | 90.42 | 89.37
RANK 15.00 12.00 4.00 8.00 9.00 14.00 20.00
CORRELATION ALGORITHM
TOP HYPOTHESIS CORRECT 80.39 88.08 88.48 86.26 86.58 86.73 86.96
NORMALIZ. ANY HYP CORRECT 55.59 50.92 41.29 49.39 49.46 S50.35 52.20
TOTAL| 145.98 | 139.01 | 129.77 | 135.65 | 136.04 | 137.08 | 139.16
RANK 1.00 9.00 30.00 15.00 14.00 12.00 8.00
LANGUAGE IMPROVEMENT 25.97 25.04 25.77 24.96 25.69 25.19 23.96
SPEAKER IMPROVEMENT 33.46 32.09 31.51 29.88 29.85 31.08 30.84
ACTIVITY IMPROVEMENT -1.68 -2.01 -2.16 -2.83 -2.43 -1.84 -2.76
PLATFORM IMPROVEMENT 24.24 23.27 23.41 22.47 22.12 24.38 22.05
LSP IMPROVEMENT 61.67 59.74 59.98 57.52 57.95 58.90 57.74
TOTAL | 143.65 | 138.14 | 138.51 | 131.99 ] 133.19 | 137.71 | 131.82
RANK 1.00 4.00 3.00 14.00 13.00 5.00 15.00
ROUTING
COMPLETELY CORRECT 97.43 97.44 97.55 97.55 97.55 97.55 97.56
PARTIALLY CORRECT 97.04 97.05 97.19 97.19 97.19 97.19 97.20
ACCURACY 97.04 97.05 97.19 97.19 97.19 397.19 97.20
EFFICIENCY 89.94 89.31 89.80 89.59 89.32 88.41 89.56
TOTAL| 381.45 | 380.84 | 381.73 | 381.52 | 381.25 | 380.34 | 381.53
RANK 5.00 11.00 1.00 3.00 7.00 14.00 2.00
GRAND TOTAL 761.33 | 748.69 | 742.24 | 740.52 | 741.69 | 745.56 | 741.89
RANK FOR GRAND TOTAL 1.00 2.00 6.00 9.00 8.00 4.00 7.00
TOTAL RANK 22.00 36.00 38.00 40.00 43.00 45.00 45.00
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Please use the space below to comment on your rating. Please

suggest improvements. Use the back of this sheet if necessary.

2. Do any specific areas of the report stand out as exceptional?
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aspects make them "stand out."
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of the report. Comments on both technical content and reporting
format are desired.



